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1. Introduction

Detecting and classifying objects in a 3-D scene plays an important role in assistive navigation for the blind [1], road safety [2,3], surveillance [4], and many other applications. In the traditional approach, visual recognition consists of image segmentation followed by classification [5]. Many image segmentation methods are based on low-level features such as color and texture. For example, Gould et al. proposed an object classification system based on multi-class image segmentation [6]. Their system labels pixels as background or foreground classes, and then classifies the foreground regions as cars, pedestrians or other. In an alternative approach, Leibe et al. suggested that the image segmentation and recognition are intertwined processes, and top-down knowledge from object recognition should guide the segmentation process [7]. Several top-down algorithms have been proposed to improve figure-ground segmentation of color images [7,5,8]. However, to avoid segmentation errors, several object detection algorithms without segmentation have been proposed, such as window scanning [9], local contour features [10], and implicit shape model [11].

With recent advances in 3-D cameras, range images have been used for object segmentation and recognition. Compared with color images, range images are less sensitive to changes in the environment illumination, object color or texture. Existing algorithms for range image segmentation focus mainly on segmenting planar surfaces or regular curved surfaces [12–17]. The principle of these algorithms is to divide the image into closed regions with similar surface functions. Harati et al. proposed a scalable framework for categorizing 3-D objects [23]. After range image segmentation, the objects are classified using an online learning system, which is based on a hierarchical structured model reported in [30]. Das et al. proposed an object detection and localization system based on both color and range images for robots [24]. Their method first removes saturation noise from range images, and then extracts the features of ob-
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This paper proposes a vision system using a 3-D range camera for scene segmentation and pedestrian classification. The system detects and segments objects in the foreground, measures their distances to the camera, and classifies them into pedestrians and non-pedestrian obstacles. Combining range and intensity images enables fast and accurate object segmentation, and provides useful navigation cues such as the range and type of nearby objects and the ground surface. In the proposed approach, a 3-D range image is segmented using histogram processing and mean-shift clustering. The ground surface is detected by estimating its normal vector in 3-D space. Fourier and GIST descriptors are then applied on each detected region to extract shape and texture features. Finally, Support vector machines are used to classify objects; in this paper we focus on differentiating pedestrian and non-pedestrian regions. The performance of the proposed system is evaluated with two datasets. One dataset for object segmentation and pedestrian classification is acquired by us using a 3-D range camera; the other is a public RGB-D dataset for people detection. Experimental results show that the proposed system performs favorably compared to some existing segmentation and feature extraction approaches.
objects using the singular value decomposition filter and pLSA model [31]. The multi-level SVM classifier is used to categorize five objects. Fardi et al. presented a 3-D photonic mixer device for pedestrian detection [25]. This system first segments the image to create reliable detections of objects in the image plane, and then uses object distance and shape/motion features to detect the pedestrians. Devarakota et al. used range images to classify vehicle occupants (adults or children) and their actions (leaning forward or backward) [26]. Their method was evaluated with several classifiers, including linear-regression, Bayes quadratic, Gaussian mixture, and polynomial classifiers. Rapus et al. proposed a pedestrian recognition system based on depth and intensity images [27]. In their system, the ground plane from the depth image is extracted first; an AdaBoost head-shoulder detector is then used to classify pedestrians. Mozos et al. suggested a multipart-based people detection system from range data [28]. In their system, individual classifiers are trained to detect different body parts, and their outputs are combined to form the final detector. Spinello and Arras developed a people detection system based on RGB-D data [29]. They proposed using histogram of depths (HODs) to extract features from range images, and used histogram of oriented gradients (HOGs) to extract features from intensity images. The decisions from range and intensity images are fused to form the final classification. There are also several other approaches that have been proposed for pedestrian detection in 2-D intensity images [32–34].

This paper presents a scene segmentation and pedestrian classification system that relies on 3-D range images and 2-D intensity images to locate objects in the scene, determine their range and velocity, and classify them into pedestrian and non-pedestrian objects. Recently, we proposed a pedestrian detection system based on range images [35]. In this system, the local variation algorithm [36] is used to segment range images, and the GIST features [37] are used to classify pedestrian and non-pedestrian patterns. In this paper, we extend the work presented in [35], by proposing a new segmentation approach and new features for object classification, and conducting more comprehensive experimental evaluation, analysis and comparison with other state-of-the-art techniques.

The remainder of the paper is organized as follows. Section 2 presents the proposed object sensing system, including range image segmentation, feature extraction, and object classification. Section 3 analyzes the performance of the proposed segmentation and classification methods, and compares them with existing state-of-the-art techniques. Section 4 gives the concluding remarks.

2. Proposed segmentation and classification system

The proposed system for scene segmentation and pedestrian classification using a range camera is shown in Fig. 1. The SwissRanger SR4000 camera produces range images \( (x, y, z) \), an intensity image, and a confidence map (see Fig. 2). In the proposed system, the input range image \( (z) \) is first segmented by analyzing the depth histogram. Next, the mean-shift algorithm is applied to the 3-D range data \( (x, y, z) \) to reduce under-segmentation. Then, the GIST features and Fourier descriptors are extracted from range and intensity images for classification of the segmented regions as a pedestrian or non-pedestrian.

Range images are typically very noisy, especially when captured in an outdoor environment. To reduce the noise, several pre-processing steps are applied before the range data are fed to the object segmentation and classification system. Pixels with unreliable depth values are removed by thresholding the confidence map, and then removed by median filtering. Fig. 2f shows the result of pre-processing the image in Fig. 2a.

2.1. Scene segmentation based on depth histogram

After pre-processing, the range image is segmented into separate regions by analyzing the depth histogram. The image pixels are partitioned into distinct distance layers using a set of thresholds, which are determined adaptively as the local minima of the range image histogram. The edge pixels in the range image are excluded during histogram-thresholding because pixels on region boundaries have noisy depth measures.

Let \( \mathbf{h} = \{h_1, h_2, \ldots, h_B\} \) be the depth image histogram with \( B \) bins, where \( h_j \) denotes the \( j \)th histogram bin. The first-order derivative is approximated as

\[
d_j = h_j - h_{j-1}, \quad \text{for } j = 2, 3, \ldots, B.
\]

A local minimum is detected at point \( j \) if the first-order derivative changes sign from negative to positive:

\[
d_j < 0 \quad \text{and} \quad d_{j+1} > 0.
\]

After thresholding, connected component labeling is applied on each distance layer to form regions. An example of histogram-based segmentation is shown in Fig. 3. Histogram-based segmentation is very fast, but it relies only on thresholding the depth values, which may lead to under-segmentation. This problem will be addressed in the next stage by applying the mean-shift algorithm on the 3-D spatial points.

2.2. Mean-shift clustering of 3-D points

After histogram processing, the mean-shift algorithm is employed to analyze the 3-D points in each region. Consider a preliminary segmented region with \( n \) pixels. Let \( p_1, p_2, \ldots, p_n \) denote the corresponding 3-D points, where \( p_i = (x_i, y_i, z_i) \). The mean-shift algorithm partitions the 3-D points into sub-regions via kernel density estimation, where each sub-region corresponds to a density center \( c_i \). Suppose that \( c_i \) is the current estimate of the center, an updated estimate is calculated as

\[
m(c_i) = \frac{\sum_{j=1}^{n} K(c_i - p_j) p_j}{\sum_{j=1}^{n} K(c_i - p_j)}
\]

where \( K(\cdot) \) is a kernel function that controls the contribution of the sample \( p_i \) to the center. In our work, a flat kernel is used, which is defined as follows:

\[
K(v) = \begin{cases} 
1, & \text{if } |v| \leq r, \\
0, & \text{otherwise},
\end{cases}
\]

where \( r \) denotes the kernel radius. The difference between the updated center and the current center \( (m(c_i) - c_i) \) is called the mean-shift. Convergence to a center occurs when the mean-shift is smaller than a threshold \( e^{-n/z} \), where \( z \) is a positive constant.
All 3-D points located within a radius \( r \) from the density center are grouped into one sub-region.

To reduce computation cost and prevent over-segmentation, the radius \( r \) is selected adaptively according to the area and standard deviation of each region. Let \( A_i \) be the area of the \( i \)th preliminary segmented region, and \( A_{\text{max}} \) be the largest area. The bandwidth \( r_i \) for the \( i \)th segmented region is defined as

\[
r_i = \frac{\tau A_i}{\sigma A_{\text{max}}}.
\] (5)

where \( \sigma \) is the standard deviation of the depth pixels in region \( i \), and \( \tau \) is a positive parameter. Fig. 4 shows an example of 3-D mean-shift clustering, where a preliminary segmented region is partitioned into several sub-regions.

2.3. Ground segmentation and object localization

In range images, some object regions have the same depth values as the ground. To differentiate the ground region from other objects, we process the normal vector \( \mathbf{u} = (u_x, u_y, u_z) \) of 3-D surfaces. Consider the set of 3-D points \( (x_i, y_i, z_i) \), where \( y_i \) is the vertical coordinate. The Delaunay triangulation is first applied on the \( (x_i, z_i) \) coordinates to generate horizontal triangulation surfaces. Let \( \mathbf{p}_1, \mathbf{p}_2, \) and \( \mathbf{p}_3 \) be the three vertices of an output triangle. The normal vector of the triangulation surface is computed using the cross product:

\[
\mathbf{u} = (\mathbf{p}_3 - \mathbf{p}_2) \times (\mathbf{p}_2 - \mathbf{p}_1).
\] (6)

The normal vector at a given point is estimated by averaging the normal vectors of all triangulation surfaces intersecting at that point. A 3-D point is considered as a ground pixel if the \( y \)-component of its unit normal vector exceeds a threshold \( \tau_n \). To increase the processing speed, the normal vectors are calculated only for the bottom-third region of the image, since the ground region is assumed to appear on the lower part of the image. The ground detection is applied to separate the objects from the ground and improve range image segmentation. Fig. 5 shows the ground detection for indoor and outdoor images. Note that for ground detection to be accurate, the 3-D range camera should be approximately parallel to the ground.

To finalize segmentation, over-segmented regions are recovered by merging adjacent regions that are separated by a weak edge.
The common boundary of two adjacent regions $R_a$ and $R_b$ is removed if
\[ L_{\min}(L_a, L_b) \leq \tau, \]
where $L$ is the number of pixels along their common boundary, $\tau$ is a threshold, and $L_a$ and $L_b$ are the perimeter lengths of the two regions. Fig. 6 shows an example of edge merging.

After segmentation, the position $^\wedge p_a = (^\wedge x_a, ^\wedge y_a, ^\wedge z_a)$ of the segmented object $R_a$ is calculated as
\[ ^\wedge p_a = \frac{1}{n_a} \sum_{p_i \in R_a} p_i, \]
where $n_a$ is the number of pixels in the region. The velocity of an object is estimated as the change in distance over time:
\[ ^\wedge v_a = \| \Delta p_a \| / \Delta t, \]
where $\Delta p_a$ is the object displacement between two consecutive range images. Fig. 7 shows some segmented objects and their location in the scene.

2.4. Feature extraction

To classify the segmented regions, the Fourier and GIST features from range and intensity images are combined. Fourier features [38] represent the shape of the object, whereas GIST features [37] model the dominant spatial structure of the object. These descriptors are introduced in the next two subsections.

2.4.1. Fourier descriptor

For each segmented region, the boundary of the object is extracted from the binary masks using morphological dilation. The noise edge pixels are removed by finding the largest connected component in the edge map, and tracing a close boundary of this component (clockwise direction, 8-connected labeling). The $i$th pixel on the boundary is represented as a complex number $p_i = x_i + jy_i$, where $x_i$ and $y_i$ are the horizontal and vertical coordinates of the pixel. The discrete Fourier transform (DFT) is applied to the 1-D complex signal $p_i (i = 0, 1, \ldots, N - 1)$ to obtain the Fourier coefficients:
\[ F_k = \frac{1}{N} \sum_{i=0}^{N-1} p_i e^{-j2\pi ik/N}, \quad k = 0, 1, \ldots, N - 1. \]
The Fourier coefficients of low frequencies represent the general shape of the object, whereas the Fourier coefficients of high frequencies represent finer details about the object shape [38]. Let $F_{\max}$ be the maximum magnitude of all Fourier coefficients, $F_{\max} = \max(|F_k|), k = 1, 2, \ldots, N - 1$. The DC Fourier coefficient $F_0$ is removed, and the remaining Fourier coefficients are normalized to form a Fourier descriptor as
\[ f = \frac{||F_1, |F_2|, \ldots, |F_{N-1}||}{F_{\max}}. \]
This Fourier descriptor has been shown to be relatively invariant to translation, scale, and rotation [38].

2.4.2. GIST descriptor

The GIST descriptor is a holistic and low-dimensional representation of images. It has been shown to be invariant to scale, orientation, and aspect ratio of objects [37]. For each segmented region, the GIST descriptor is applied to the corresponding rectangular regions in the range and intensity images.

Consider an image region $I$ (range or intensity). First, the region is padded, whitened, and normalized to reduce the blocking artifact. Next, a set of multi-scale oriented Gabor filters are generated from one mother wavelet, through dilation and rotation. The image is}

\[ (a) \text{ indoor cases} \quad (b) \text{ outdoor cases} \]

Fig. 5. Sample results of ground detection method. Left: input depth images; Right: outputs. The detected walkable regions are highlighted in dark red color. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
pulse response of a Gabor filter is the product of a harmonic and a Gaussian function:

\[
g(x, y) = \cos(2\pi x / \lambda + \Phi) \exp \left\{ \frac{x^2 + y^2 \gamma^2}{2\sigma^2} \right\},
\]

where \( x = x\cos \theta + y\sin \theta, y' = -x\sin \theta + y\cos \theta \), \( \lambda \) is the wavelength of the sinusoidal component, \( \sigma \) is the parameter of the Gaussian function, and \( \gamma \) is the spatial aspect ratio of the harmonic function. The Gabor filters \( g_{k};' \) with four scales \((k = 1, \ldots, 4)\) and eight orientations \( (\theta_i = \frac{i\pi}{4}, i = 0, \ldots, 7)\) are applied to the region \( I \):

\[
O_{k,l} = I \ast g_{k,l},
\]

where \( \ast \) is the convolution operator. The output of each filter is partitioned into 16 blocks. For each block, the average value is calculated:

\[
\overline{O}_{k,l} = \frac{1}{W \times H} \sum_{x=1}^{W} \sum_{y=1}^{H} |O_{k,l}(x, y)|.
\]

Therefore, each filter produces 16 features. The features produced by all \( 4 \times 8 \) Gabor filters are concatenated into a single feature vector.

### 2.5. Object classification

The proposed pedestrian detection system uses a feature vector consisting of 512 GIST features from the range region, 512 GIST features from the intensity region, and 100 Fourier descriptors from the object boundary. A support vector machine (SVM) classifier with the radial basis function (RBF) kernel is used to categorize pedestrian and non-pedestrian objects. The RBF kernel is given by

\[
K(f_i, f_j) = \exp\{-\gamma||f_i - f_j||^2\},
\]

where \( f_i \) and \( f_j \) are two feature vectors, and \( \gamma \) is a positive scalar.

### 3. Experiments and results

The proposed segmentation and classification methods were evaluated on a dataset of range and intensity images captured by a MESA Imaging time-of-flight (TOF) camera. Section 3.1 describes the MESA image dataset and the performance measures used to assess the effectiveness of the proposed algorithms. Section 3.2 analyzes the effects of the various parameters on the performance of the algorithm, whereas Section 3.3 evaluates the effectiveness of each step in the proposed segmentation algorithm. Section 3.4 compares the proposed segmentation algorithm with existing algorithms. Section 3.5 evaluates the performance of the proposed pedestrian classification algorithm on two data sets: the MESA dataset and the RGB-D public dataset.

### 3.1. Experimental methods

A dataset was acquired using a TOF camera produced by MESA Imaging (model SwissRanger SR4000). For each pixel, the Swiss-
Ranger camera produces five outputs: \((x, y, z)\) coordinates, intensity, and the confidence score. The camera operates at a speed of 30 frames per second, with a frame size of 144 \times 176\,\text{pixels}. The depth field of the camera extends from 0.5 m to 7.9 m. The images were taken for different indoor and outdoor scenes, on different days, and under various lighting conditions. Samples of the range and intensity image pairs are shown in Fig. 8.

Overall, 2000 images were extracted from a set of 50 videos, involving 20 different people performing different activities (walking, running, or standing). Each video sequence was subsampled, and only 20 frames with different background scenes were selected. A summary of the MESA dataset is given in Table 1. For segmentation, 220 images were segmented manually to generate the ground-truth. Twenty randomly selected images were used to determine suitable segmentation parameters; the remaining 200 range images were used for segmentation evaluation and comparison with other algorithms. For classification, a set of 2000 images (range and intensity) with labeled pedestrians was collected. Examples of the ground-truth for segmentation and pedestrian classification are shown in Fig. 9.

The segmentation performance was evaluated using several measures: correct segmentation rate, false segmentation rate, and weighted Jaccard coefficient. Consider an image with \(M\) machine segmented regions and \(G\) ground-truth regions. The Jaccard similarity coefficient between a machine segmented region \(R_m\) and a ground-truth region \(R_g\) is defined as

\[
J(R_m, R_g) = \frac{|R_m \cap R_g|}{|R_m \cup R_g|}. \tag{16}
\]

The segmentation quality was also measured by the weighted Jaccard coefficient \(J_w\), which takes into account the region size:

\[
J_w = \frac{\sum_{i=1}^{G} J_i \times A_i}{\sum_{i=1}^{G} A_i}, \tag{17}
\]

where \(A_i\) is the area of the \(i\)th ground-truth region.

In our experiments, region \(R_m\) was considered to be correctly segmented if the weighted Jaccard coefficient \(J_w\) is higher than 0.4. The correct segmentation rate \(P_c\) is defined as the percentage of ground-truth regions that are correctly segmented. The false segmentation rate \(P_f\) is defined as the percentage of machine-generated regions that are incorrectly segmented.

### 3.2. Selection of segmentation parameters

We first conducted experiments on a set of 20 training images to determine suitable parameters for the proposed segmentation algorithm. The segmentation accuracy was evaluated for different values of histogram size \(B\), ranging from 16 to 128. Fig. 10 shows the segmentation outputs on a sample training image. For small \(B\) (e.g. \(B = 16\)), there is significant under-segmentation, whereas for large \(B\) (\(B = 64\) or \(B = 128\)), there is significant over-segmentation. When \(B = 32\), the segmentation output (Fig. 10d) resembles most the ground-truth (Fig. 10b). The weighted Jaccard coefficients for different histogram sizes, averaged over the 20 training images, are given in Table 2. The largest weighted Jaccard coefficient is 75.1\%, obtained when \(B = 32\). Therefore, a histogram size of 32 bins is selected for the remainder of the experiments.

The segmentation performance on the 20 training images was also evaluated for different values of the segmentation parameters

### Table 1

<table>
<thead>
<tr>
<th>Image set</th>
<th>No. of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range images</td>
<td>1000</td>
</tr>
<tr>
<td>Intensity images</td>
<td>1000</td>
</tr>
<tr>
<td>Segmentation ground-truth</td>
<td>220</td>
</tr>
<tr>
<td>Classification ground-truth</td>
<td>2000</td>
</tr>
</tbody>
</table>
\( \tau_a, \tau_n, \) and \( \tau_l \). Parameter \( \tau_a \) is used in mean-shift clustering, \( \tau_n \) is used in ground segmentation, and \( \tau_l \) is used in post-processing (see Section 2). Fig. 11 shows the weighted Jaccard coefficient \( J_w \) and the correct segmentation rate \( P_c \) as functions of \( \tau_a, \tau_n, \) and \( \tau_l \). Based on these results, the following parameter values are selected for the proposed segmentation algorithm: \( \tau_a = 0.09, \tau_n = 0.2, \) and \( \tau_l = 0.3 \).

### 3.3. Analysis of the proposed segmentation algorithm

Experiments were conducted on the 200 test images to evaluate the effects of individual processing stages on the proposed segmentation algorithm. There are four main stages: pre-processing, histogram-based segmentation, mean-shift clustering, and post-processing. Table 3 presents the segmentation performance of different processing stages; the 95% confidence intervals are also shown. With only histogram thresholding, the correct segmentation rate is 58.9%. The median filter increases the correct segmentation rate to 63.2%. Applying ground detection, confidence map thresholding, and boundary removal increases the correct segmentation rate to 59.3%, 64.2%, and 66.6%, respectively. After all the pre-processing steps for the 3-D range images, the correct segmentation rate increases to 73.0%. Adding a post-processing step (edge-merging) increases the correct segmentation rate to 80.7%. By including mean-shift clustering, the final segmentation rate increases to 83.2%. These results indicate that combining four extra proposed processing stages improves the segmentation performance significantly.

In the proposed algorithm, mean-shift clustering was applied only to the 3-D data, i.e., \( p_i = (x_i, y_i, z_i) \). We also evaluated the segmentation performance when mean-shift clustering was applied to the combination of 3-D and intensity data, i.e., \( p_i = (x_i, y_i, z_i, l_i) \). For this approach, the final segmentation rate drops to 75.3%, false segmentation increases to 36.2%, and the weighted Jaccard coefficient drops to 66.7%. Furthermore, the average processing time increases to 2.0 s. Therefore, we can conclude that the combination of range and intensity data in mean-shift clustering does not improve segmentation performance. A possible reason is that adding intensity causes the objects to be over-segmented into several smaller regions.

### 3.4. Comparison with existing segmentation algorithms

Using the set of 200 test images, the proposed segmentation algorithm was compared with several state-of-the-art methods:
methods are presented.

Following, the implementation details of the various segmentation methods in terms of correct segmentation rate, a higher weighted Jaccard coefficient, and a lower false segmentation rate, a higher weighted Jaccard coefficient, and a lower false segmentation rate. Computed based on the MATLAB toolbox provided by Demirkaya et al. [43]. In our experiment, the number of classes was initialized to 15, the number of iteration was set to 10, and parameter $\beta$ for the Gibbs energy function was set to 1.5.

**Bearing angles with edge detection** was proposed for indoor 3-D simultaneous localization and mapping (3D-SLAM) [18]. In this method, range images were first transformed to BA images in vertical and horizontal directions. The edges of the two BA images were detected by the Sobel edge detector, with threshold $\tau_{\text{BA}} = 0.3$. The final edge map was obtained using logical OR operator applied to the edge images. After edge detection, a median filter of size $3 \times 3$ was used to remove noise, and connected component labeling was applied to obtain the final segmentation.

Table 3 summarizes the segmentation results of different methods in terms of correct segmentation rate $P_c$, false segmentation rate $F$, weighted Jaccard coefficient $J_w$, and processing time.

Table 4

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correct segmentation rate (%)</th>
<th>False segmentation rate (%)</th>
<th>Weighted Jaccard (%)</th>
<th>Processing time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Histogram thresholding only</td>
<td>58.9 ± 2.4</td>
<td>40.2 ± 2.4</td>
<td>54.0 ± 2.4</td>
<td>0.3</td>
</tr>
<tr>
<td>* 2-D median filtering</td>
<td>63.2 ± 2.3</td>
<td>39.8 ± 2.4</td>
<td>54.4 ± 2.4</td>
<td>0.1</td>
</tr>
<tr>
<td>* Ground detection</td>
<td>68.1 ± 2.2</td>
<td>36.8 ± 2.3</td>
<td>58.0 ± 2.4</td>
<td>0.4</td>
</tr>
<tr>
<td>* Confidence map thresholding</td>
<td>59.3 ± 2.4</td>
<td>44.8 ± 2.4</td>
<td>54.0 ± 2.4</td>
<td>0.1</td>
</tr>
<tr>
<td>* Boundary removal</td>
<td>66.6 ± 2.3</td>
<td>42.7 ± 2.4</td>
<td>58.5 ± 2.4</td>
<td>0.1</td>
</tr>
<tr>
<td>Histogram thresholding + all pre-processing steps</td>
<td>73.0 ± 2.1</td>
<td>36.9 ± 2.3</td>
<td>62.7 ± 2.3</td>
<td>1.0</td>
</tr>
<tr>
<td>* Edge merging</td>
<td>80.7 ± 1.9</td>
<td>35.1 ± 2.3</td>
<td>66.2 ± 2.3</td>
<td>0.3</td>
</tr>
<tr>
<td>* Mean-shift and edge merging</td>
<td>83.2 ± 1.8</td>
<td>34.9 ± 2.3</td>
<td>69.5 ± 2.2</td>
<td>1.8</td>
</tr>
</tbody>
</table>
lower false segmentation rate. The segmentation results of the six algorithms on a test image are shown in Fig. 12.

All segmentation algorithms were also compared based on the evaluation framework proposed by Hoover et al. [44]. In this evaluation framework, a machine-generated region $R_m$ is considered \textit{correctly-segmented} with a tolerance rate $\tau_h$ if the ratio $|R_m \cap R_g|/\max(|R_m|, |R_g|)$ is greater than or equal to $\tau_h$. Here, $|R_m \cap R_g|$ is the area of the overlap between the machine-generated region $R_m$ and the ground-truth region $R_g$. The correct segmentation rate of an algorithm is defined as the percentage of machine-generated regions that are correctly segmented. Note that a machine-generated region is considered \textit{under-segmented} if it consists of multiple ground-truth regions. A machine-generated region is considered \textit{over-segmented} if it is smaller than the corresponding ground-truth region. A region is considered as a \textit{missed segmentation} when a segmenter fails to find a region which appears in the image (false negative). A region is considered a \textit{noise segmentation} if the segmenter finds a region which does not exist in the ground-truth image (false positive).

Table 5
Segmentation performance on MESA dataset according to the evaluation framework in [44] with $\tau_h = 0.6$.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Correct segmentation rate (%)</th>
<th>Over segmentation rate (%)</th>
<th>Under segmentation rate (%)</th>
<th>Missed segmentation rate (%)</th>
<th>Noise segmentation rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph cut [21]</td>
<td>33.3 ± 2.3</td>
<td>33.7 ± 2.3</td>
<td>65.6 ± 2.3</td>
<td>14.2 ± 1.7</td>
<td>11.8 ± 1.6</td>
</tr>
<tr>
<td>K-means</td>
<td>34.2 ± 2.3</td>
<td>49.3 ± 2.4</td>
<td>47.1 ± 2.4</td>
<td>9.3 ± 1.4</td>
<td>25.8 ± 2.1</td>
</tr>
<tr>
<td>Local variation [39]</td>
<td>42.7 ± 2.4</td>
<td>46.9 ± 2.4</td>
<td>55.4 ± 2.4</td>
<td>5.5 ± 1.1</td>
<td>16.1 ± 1.8</td>
</tr>
<tr>
<td>Markov random fields</td>
<td>38.0 ± 2.3</td>
<td>65.6 ± 2.3</td>
<td>38.2 ± 2.3</td>
<td>5.2 ± 1.1</td>
<td>22.9 ± 2.0</td>
</tr>
<tr>
<td>Bearing angles [18]</td>
<td>48.5 ± 2.4</td>
<td>24.0 ± 2.1</td>
<td>71.1 ± 2.2</td>
<td>15.4 ± 1.7</td>
<td>9.8 ± 1.4</td>
</tr>
<tr>
<td>Proposed method</td>
<td>63.0 ± 2.3</td>
<td>35.0 ± 2.3</td>
<td>61.6 ± 2.3</td>
<td>25.0 ± 2.1</td>
<td>3.4 ± 0.9</td>
</tr>
</tbody>
</table>

Table 6
Classification rates of pedestrian versus non-pedestrian classification on the MESA dataset.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>CR for only range images (%)</th>
<th>CR for only intensity images (%)</th>
<th>CR for both range/intensity images (%)</th>
<th>Processing time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG–HOD [9,29]</td>
<td>93.7 ± 0.7</td>
<td>88.6 ± 0.9</td>
<td>95.4 ± 0.6</td>
<td>0.06</td>
</tr>
<tr>
<td>SIFT–SPM [45,46]</td>
<td>93.2 ± 0.7</td>
<td>93.5 ± 0.7</td>
<td>96.2 ± 0.6</td>
<td>0.40</td>
</tr>
<tr>
<td>GIST [37,35]</td>
<td>97.5 ± 0.4</td>
<td>97.2 ± 0.5</td>
<td>98.2 ± 0.4</td>
<td>0.30</td>
</tr>
<tr>
<td>Proposed method</td>
<td>97.7 ± 0.4</td>
<td>97.2 ± 0.5</td>
<td>98.6 ± 0.3</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Fig. 12. Range image segmentation using six different segmentation algorithms on a test image.
Table 5 summarizes the segmentation results of different methods in terms of correct segmentation rate, over segmentation rate, under segmentation rate, and false segmentation rate. Compared with the other five algorithms, the proposed algorithm achieves the highest correct segmentation rate.

3.5. Pedestrian classification

In this section, the proposed pedestrian classification algorithm based on range and intensity images was evaluated on a dataset comprising 1000 pedestrian and 1000 non-pedestrian patterns. The background was varied to include both indoor and outdoor scenes. The Fourier and GIST features were extracted from range and intensity regions as described in Sections 2.4.1 and 2.4.2. The classification rate was measured using fivefold cross validation. For each validation fold, four subsets were used for training, and the remaining subset is used for testing. This was repeated 5 times (each time using a different test subset); the classification rate was the percentage of test patterns that are correctly classified over the five folds. The confidence interval of the classification rate was also computed. For comparison, three other state-of-the-art feature extractors (HOG–HOD [9,29], SIFT–SPM [45,46], and GIST [37,35]) were evaluated on the MESA dataset. We also evaluated the performances of feature vectors that are extracted separately from range images and from intensity images.

Table 6 shows the classification performances of different feature extractors. The HOG–HOD descriptor has a classification rate of 95.4%. The histogram of orientations does not perform well for low-resolution range and intensity images. In extracting the HOG–HOD features, all segmented regions are reshaped to a fixed aspect ratio, which increases the false classification rate. The SIFT–SPM descriptor has a classification rate of 96.2%. This descriptor is suitable for recognizing objects based on texture [45,46]. However, object texture is not very dominant in range images. Similarly to the HOG–HOD, the SIFT–SPM requires regions to be reshaped to a fixed aspect ratio. The GIST descriptor achieves a classification rate of 98.2%. It performs better than the HOG–HOD and SIFT–SPM across different image modalities (range only, intensity only,
or combined range and intensity). The GIST descriptor is suitable for extracting global features of objects, especially from noisy low-resolution images. Furthermore, it is not sensitive to the aspect ratio of the object.

Finally, the proposed method, which combines GIST and Fourier descriptors, yields the highest classification rate of 98.6%. A possible reason is that the GIST method extracts global texture information in range and intensity images, whereas the Fourier descriptor enhances boundary features of the objects. Combining global and shape features improves the classification accuracy. Sample results of the pedestrian classification are shown in Fig. 13.

The proposed method was also compared with HOG–HOD, SIFT–SPM and GIST on the RGB-D people dataset [29]. This dataset was extracted from 3 movie sequences. It contains 1035 pedestrian and 1035 non-pedestrian patterns. The classification rate was measured using fivefold cross validation.

Table 7 shows the classification rates on RGB-D dataset. For each of the four methods (HOG–HOD, SIFT–SPM, GIST, and the proposed algorithm), two fusion approaches were evaluated: (i) fusion at the sensory level (feature-level); and (ii) fusion at the classifier level (decision-level). For feature-level fusion, a feature vector that combines all imaging modalities (range and intensity) is extracted, and a single SVM classifier is trained.

For decision-level fusion, one SVM classifier is trained based on the feature vector extracted from each imaging modality (range or intensity). The final classification is determined by fusing the decisions of several SVM classifiers. In this approach, the two SVM classifiers for range and intensity images are fused as follows [29]:

\[ p = (1 - k)p_r + kp_i, \]  

(18)

where \( p \) is the resultant probability of detecting a pedestrian, and \( p_r \) and \( p_i \) are the probabilities of detection obtained from the intensity-image and range-image classifiers, respectively. The value of \( k \) in (18) is determined as \( k = 1/(1 + \theta^2) \), where \( \theta = F_r/F_i \). Here, \( F_r \) and \( F_i \) are the false negative rate of the range-image classifier and the intensity-image classifier, respectively.

For HOG–HOD and SIFT–SPM features, using decision-level fusion does not improve the classification rate compared to feature-level fusion. For both the GIST descriptor and the proposed method, the decision-level fusion yields higher classification rates than the feature-level fusion. For the feature-level fusion approach, the GIST and the proposed method achieve higher classification rates than the HOG–HOD and SIFT–SPM methods. For the decision-level fusion approach, the proposed method has a higher classification rate than the HOG–HOD, SIFT–SPM, and GIST methods. The precision and recall curves of the compared algorithms in decision-level fusion are shown in Fig. 14. The equal error rates for HOG–HOD, SIFT–SPM, GIST, and the proposed method are 86.7%, 90.0%, 93.3%, and 96.7% respectively. Fig. 15 shows some pedestrian detection results obtained with the proposed method.

4. Conclusion

In this paper, a new approach for segmenting and classifying objects using a 3-D time-of-flight range camera was presented. An image segmentation approach was proposed that reduces segmentation errors by combining histogram processing, mean-shift clustering, edge merging, and ground normal vector thresholding. The segmented objects are classified into pedestrian and non-pedestrian patterns by combining Fourier descriptors and GIST features extracted from range and intensity images. The proposed segmentation and pedestrian classification algorithms were evaluated on 3-D range data, and compared with existing state-of-the-
art methods. Experimental results show that the proposed methods are more effective in segmenting 3-D scenes and classifying pedestrians from non-pedestrian objects.
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