Emergence of Social Norms through Collective Learning in Networked Agent Societies
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ABSTRACT
Social norms play a pivotal role in sustaining social order by regulating individual behaviors in a society. In normative multiagent systems, social norms have been used as an efficient mechanism to govern virtual agent societies towards cooperation and coordination. In this paper, we study the emergence of social norms via learning from repeated local interactions in networked agent societies. We propose a collective learning framework, which imitates the opinion aggregation process in human decision making, to study the impact of agent local collective behaviors on norm emergence in different situations. In the framework, each agent interacts repeatedly with all of its neighbors. At each step, an agent first takes a best-response action towards each of its neighbors and then combines all of these actions into a final action using ensemble learning methods. We conduct extensive experiments to evaluate the framework with respect to different network topologies, learning strategies, numbers of actions, and so on. Experimental results reveal some significant insights into norm emergence in networked agent societies achieved through local collective behaviors.
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1. INTRODUCTION
Social norms, such as driving on a particular side of the road, tipping in restaurants and not littering in parks, are ubiquitous in our daily life, and play a pivotal role in regulating and guiding individual behaviors in human societies. Conformity to norms can reduce social conflicts, mitigate cognitive load on humans and thus sustain social order in the whole society [21]. In recent years, researchers from normative Multiagent Systems (MASs) have used social norms as an efficient mechanism to regulate agent behaviors in virtual societies such as electronic institutions [6], agent-supported virtual enterprises [7] and norm-governed Ad-hoc networks [1]. Due to the expense and inefficiency of having a centralized policing enforcer to formulate and specify social norms in a prescriptive manner, it is more desirable to enable social norms to evolve and emerge on their own without relying on any centralized authority. Understanding what mechanisms can contribute to the emergence of social norms is of great interest in the research of normative MASs [9, 21, 25].

Learning is a robust mechanism to facilitate the emergence of social norms in a bottom-up manner for distributed agents [19]. Some researchers have thus focused on equipping agents with a learning capability to establish a norm for an agent society. For example, Sen et al. [21, 14] proposed a framework for the emergence of norms through social learning based on private local interactions; and Savarimuthu et al. [18] discussed three aspects of active learning of norm emergence in agent societies. All these investigations handled the issue of norms in the context of an unstructured agent society and showed that a random learning by agents can be efficient for the emergence of robust social norms without relying on a centralized authority.

In the real world, however, people often interact with each other under some physical constraints. In other words, who meets whom is not random, but is determined by some spatial relationship or social network [15]. Actually, social network provides the topology and the infrastructure through which social norms can be exchanged and influenced, and thus are fundamental in determining the process of norm emergence. For this reason, a number of researchers have studied norm emergence by considering the underlying network topology of the agents. For example, Sen et al. [20] studied how varying topologies of social networks would affect norm emergence in scale-free, fully-connected and ring networks; Villatoro et al. [25, 26] investigated the effects of the memory of past activities during learning on norm emergence in different network structures, and used two social instruments (i.e., rewiring and observation) to facilitate norm emergence in networked agent societies.
All these studies, however, are based on a simple interaction protocol: each agent must be paired for interaction with one of its neighbors, randomly or preferentially, so that this agent can directly learn from the interaction. This interaction protocol simplifies real-life situations when individuals can collectively make a decision from multiple alternatives before them. This collective decision making is inherent in human nature because people often seek several opinions before making a final decision [16]. To reach a group consensus, people often interact with others at the same time and learn simultaneously from all these interactions. It is not clear, however, if in this collective decision making context, a norm will still emerge successfully, and what impacts this collective decision making will have on norm emergence under different conditions (e.g., different network topologies or heterogeneity of agents).

To answer these questions, this paper proposes a collective learning framework to study the emergence of social norms in networked agent societies. In this framework, norms evolve as agents learn over repeated interactions with their neighbors using multiagent reinforcement learning algorithms [23]. Each interaction is framed as a stage game, which has multiple equilibria. These multiple equilibria make coordination between agents uncertain. At each time step, an agent chooses a best-response action for each of its neighbors and aggregates all of these actions into an overall action using a number of ensemble techniques. The agent then plays the aggregated action with all its neighbors and receives a corresponding reward towards each neighbor. Finally, the learning information regarding each neighbor will be updated using the reward. The agent cannot observe its neighbors’ payoffs but it can observe the neighbors’ current actions (perfect but incomplete information). This makes our work differ from most existing work on norm emergence in social and computer networks, where each node has only a small number of neighbors and yet can reach any other node in a small number of hops. Small-world networks feature a high clustering coefficient and a short average path length. This kind of networks appears in many real-world social networks such as the collaboration networks of film actors and the friendship networks of students [3]. We use \( SW^k_N \) to denote a small-world network, where \( k \) is the average neighborhood size of a node and \( p \) is the rewiring probability to indicate the different orders of network randomness.

(3) Scale-free networks. This kind of network is characterized by the power law degree distribution of nodes, which means that a few “rich” nodes have high connectivity degrees, while the remaining nodes have low connectivity degrees. The probability that a node has \( k \) neighbors is roughly proportional to \( k^{-\gamma} \). Examples of scale-free networks in the real-world include the network of citations of scientific papers [17] and links between web pages on the World Wide Web [3]. These real networks exhibit the feature of “preferential attachment”, which means that the likelihood of connecting to a node depends on the connectivity degree of this node. We use \( SF^{\gamma,\gamma}_N \) to denote a scale-free network.

**Algorithm 1**: The collective learning framework

1. Initialize network and learning parameters;
2. for each step \( t (t=1,\ldots,T) \) do
3. for each agent \( i (i=1,\ldots,n) \) do
4. for each neighbor \( j \in N(i) \) of agent \( i \) do
5. Agent \( i \) chooses a best-response action \( a_{i \rightarrow j} \) regarding agent \( j \) using a learning policy with exploration;
6. Agent \( i \) combines all the actions \( a_{i \rightarrow j} \) into action \( a_i \) using ensemble methods;
7. Agent \( i \) plays action \( a_i \) with all neighbors and receives reward \( r_i^t \) for each interaction;
8. Agent \( i \) updates learning information towards each neighbor using action-reward pair \((a_i, r_i^t)\);
learning information for each neighbor will be updated by using the aggregated action and the corresponding reward.

Our collective learning framework is significantly different from the pairwise learning framework that has been adopted in most previous studies [20, 25, 26]. In the pairwise learning framework, at each time step, each agent is randomly paired with one of its neighbors for interaction and the agent directly learns from this interaction either through a best response rule [20] or a memory-based rule [26]. Our collective learning framework, however, imitates the opinion aggregation process in human decision making because people usually consult with many others before making a final decision. They consider not only these people’s individual actions but also the collective decisionmaking process in that people can occupy different positions and thus can play a different role in shaping the norms of the whole society. For example, in scale-free networks, the power law distribution of the degree of connectivity of the nodes means that a few “rich” nodes can have high degrees of connectivity. The decisions of these powerful nodes are pivotal in the society. For example, in scale-free networks, the power law distribution of the degree of connectivity of the nodes means that a few “rich” nodes can have high degrees of connectivity. The decisions of these powerful nodes are pivotal in the society.

To ensure an optimal policy, exploration is required in the learning process. In Algorithm 1, the exploration process is conducted during an agent’s local interactions with each of its neighbors. This means that the agent conducts exploration for each neighbor before combining all the actions into an overall action. Exploration is then conducted when the agent chooses a final action based on the aggregated overall action. We call this kind of exploration global exploration. In this paper, we adopt the ε-greedy policy as the basic exploration policy.

3. ENSEMBLE METHODS IN AGENT LEARNING

The basic idea behind ensemble methods is to weigh several individual classifiers first and then combine them in order to make a final decision that will be better than the one made by each of them separately [16]. Although ensemble methods are used with the same aim of increasing learning speed and improving final performance, they have been employed in different forms in a reinforcement learning setting. The different ways in which ensemble learning is used lies in the different ways of defining the action choices. For example, the action choices can be defined as different learning algorithms [29], diversified function approximations in terms of neural network topologies and weights [8], or state-value functions [11]. In our framework, however, the actions that need to be aggregated are the focal agent’s best-response actions for each of its neighbors in every interaction. The agent needs to combine all these actions to make a final decision by considering each neighbor’s position (e.g., degree of connectivity) as well as the neighbor’s performance in past interactions. The ensemble learning imitates the human collective decision making process in that people usually consult with many others before they make a final decision. They consider not only these people’s individual characteristics, such as intelligence and knowledge, but also their reputation, their position and power in the society.

Formally, let \( \alpha^*_j \) be the best-response action regarding neighbor \( j \) at time \( t \) and let \( a_t \) be the aggregated final action. We enumerate the set of possible actions for each agent as

\[ A = \{a[1], ..., a[m]\} \]

where \( m \) is the number of actions available. The selection of this final action is then denoted as \( \pi(a[i], a[i] \in A \). The value of \( p_t(a[i]) \) represents the focal agent’s preference for the action \( a[i] \). The final action \( a_t \) can then be determined by:

\[
\pi(a[i]) = \begin{cases} 
1 & \text{if } a[i] = \arg\max_a p_t(a), \\
0 & \text{otherwise}.
\end{cases}
\]

(1)

The calculation of \( p_t(a[i]) \) uses the following methods:

1. Majority voting. The preference values are calculated by the majority voting ensemble method as follows:

\[
p_t(a[i]) = \sum_{j=1}^{N} I(a[i], a^*_j) \]

(2)

where \( n \) is the number of neighbors and \( I(a[i], a^*_j) \) is an indicator function defined by:

\[
I(a[i], a^*_j) = \begin{cases} 
1 & \text{if } a[i] = a^*_j, \\
0 & \text{otherwise}.
\end{cases}
\]

(3)

The most preferred action is simply the one that is suggested by most of the neighbors. The principle of this method reflects the fact that people are social beings and can be influenced by each other so that people are more prone to accept the opinion or strategy that is adopted by the most/majority of their neighbors.

2. Weighted voting. The majority voting method simply counts the number of each action as the preference for corresponding action. However, each agent in the network can occupy different positions and thus can play a different role in shaping the norms of the whole society. For example, in scale-free networks, the power law distribution of the degree of connectivity of the nodes means that a few “rich” nodes can have high degrees of connectivity. The decisions of these powerful nodes are pivotal in the society. Thus, it is necessary to consider the “social ranks” of different agents in the calculation of the preference for each action. Assume that the decision from learner (neighbor) \( j \) is weighed by weight \( w_{t,j} \). The weighted voting method can be given by:

\[
p_t(a[i]) = \sum_{j=1}^{N} w_{t,j} I(a[i], a^*_j) \]

(4)

Several different ways can be used to determine weights \( w_{t,j} \). Here, we propose two approaches as follows:

- **Structure-based approach.** This approach considers the different structural position of each agent in the network. A straightforward way of defining the structure-based weight of each agent is to use the agent’s degree of connectivity. Therefore, the weight \( w_{t,j} \) of neighbor \( j \) can be calculated as follows:

\[
w_{t,j} = \frac{N_{\text{nei},j}}{\sum_i N_{\text{nei},i}}
\]

(5)

where \( N_{\text{nei},j} \) is the connectivity degree of agent \( j \) and \( n \) is the number of neighbors of the focal agent.

- **Performance-based approach.** This approach determines each neighbor’s weight according to past interaction experience between this neighbor and the focal agent. If a neighbor’s action is always consistent...
with the agent’s own action, the agent will then consider the neighbor to be more trustworthy and accordingly assign a higher weight to this neighbor. This is driven by the fact that in the real world a person who has a higher reputation will have a greater influence on biasing the opinions in a society. So, we have:

\[ w_{0, j} = \frac{\beta(n_{nnext} - n_{next})}{N_{next}} + \beta(s - w_{1, j}) \]  (6)

where \( w_{0, j} = \frac{\text{number of neighbors of agent } j}{N_{next}} \), \( \beta \) is a learning rate to adjust the weight; and \( s = 1 \) if interaction at time \( t = 1 \) is successful, otherwise \( s = 0 \).

4. EXPERIMENTAL STUDIES

This section presents the experimental studies. First, we give the basic settings of the experiments. We then present the results and analysis by evaluating the proposed framework in a number of different settings.

4.1 Experimental Setting

The learning framework for norm emergence is proposed to study how agents can learn to establish a social convention/law in a networked agent society via local collective decision making. A social convention/law (i.e., a restriction on the set of actions available to agents) is said to have been established when all (or at least the majority of) agents in the society have complied with the same action [22]. In this study, we use learning “rules of the road” [21, 30] as a metaphor to study the emergence of norms. In this scenario, agents strive to establish a convention/law of driving either on the left (L) side or on the right (R) side of the road. This interaction can be viewed as a pure coordination game [30] with the payoff matrix as displayed in Table 1.

Table 1: Payoff matrix of the Coordination Game

<table>
<thead>
<tr>
<th></th>
<th>Left (L)</th>
<th>Right (R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left (L)</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>Right (R)</td>
<td>-1</td>
<td>1</td>
</tr>
</tbody>
</table>

Although its payoff matrix appears simple, the coordination game poses a very challenging puzzle for human beings to solve efficiently. The game has two pure Nash-equilibria: both agents drive left or both agents drive right. Classical game theory, however, does not give a coherent account of how people would play a game like this. The problem is that there is nothing in the structure of the game itself that allows the players (even purely rational players) to infer what they ought to do. In reality, people can play such games because they can rely on some contextual cues to agree on a particular equilibrium [30]. One such contextual cue is social norms (i.e., conventions and laws) that can be used to guide agent behavior when moral or rational reasoning does not provide clear guidance because of the myopic behavior and the limited processing ability of individuals [5].

The purpose of this experiment is to study the emergence of social norms in different agent societies (e.g., with different topologies, agent learning strategies or population sizes) by using the proposed collective learning framework. The performance metrics are the convergence ratio of the social norms (i.e., how many agents in the society can reach a final consensus after a period of interaction) and the time needed to reach such a consensus (i.e., how quickly a social norm emerges). A social norm is said to be established when at least 90% of the agents have adopted the same action. We let \( T_{90\%} \) denote the convergence time when such a norm emerges. We use the Watts-Strogatz model [28] to generate a small-world network, and use the Barabasi-Albert model [3] to generate a scale-free network. We start with 5 agents and add a new agent with 1 edge to the network at every time step. This network evolves into a scale-free network following a power law with an exponent \( \gamma = 3 \). In this study, unless stated otherwise, we use the small-world network as the default network topology due to the variety of this kind of network, Q-learning as the learning strategy with learning rate of 0.1, local exploration as the exploration mode and majority voting as the ensemble method.

4.2 Results and Analysis

4.2.1 Convergence of social norms

Some previous studies (e.g., [14, 21]) have shown that a social norm can always emerge when each agent learns randomly from another agent in the population. Other studies (e.g., [15, 20, 25, 26]), which consider a networked interaction topology of the agents, have demonstrated that a robust social norm can also evolve successfully when each agent plays in pairs with a random neighbor. It is not clear, however, whether a social norm can successfully emerge in the whole society under the collective learning framework. If a social norm does emerge, what is the ratio of such an emergence? Can the social norm emerge more quickly when using collective learning than when using pairwise learning? To answer these questions, we first test the proposed framework in small-world network \( SW_{100}^{100, 0.8} \) and compare it with the pairwise learning framework to demonstrate the merits of our collective learning framework. We ran 1000 independent runs and the overall results are shown in Table 2.

Table 2: The norm emergence during 1000 runs in a small-world network with 100 agents

<table>
<thead>
<tr>
<th></th>
<th>Norm(L)</th>
<th>Norm(R)</th>
<th>Success (%)</th>
<th>Reward</th>
<th>Speed (steps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pairwise learning</td>
<td>900</td>
<td>100</td>
<td>100</td>
<td>0.80</td>
<td>12</td>
</tr>
<tr>
<td>Collective learning</td>
<td>922</td>
<td>782</td>
<td>100</td>
<td>0.80</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2 shows the frequency and success ratio of converging to a social norm, the final average agent reward for the society and the time steps needed to evolve a norm. From Table 2, we can see that a social norm can emerge under the three different frameworks (with 100% probability) and that agents converge to norm (Left) and norm (Right) with an almost equal probability. This makes sense because the game structure itself does not give any preference for any particular action to be the norm. The norm to which the whole population of agents converges depends on which norm is detected by the agents at first glance during the dynamics of agent interaction. The average reward in the society using collective learning with local exploration (which is denoted as collective learning-1) is almost 1, which means that nearly all the agents have reached a consensus on which action should be the norm. The rewards using collective learning with global exploration (which is denoted as collective learning-g) and pairwise learning are much lower than that using collective learning with local exploration because agents are exploring the environment with a probability of \( z = 0.1 \). However, as agents using collective learning-1 explore the environment locally and make a final decision collectively, the uncertainties caused by the exploration de-
crease. The time steps needed for 90% of the agents to choose the same action as a social norm under three learning frameworks differ dramatically. The collective learning framework is able to evolve a norm much faster than the pairwise learning. This faster emergence of norms indicates the merits of collective learning against pairwise learning.

Figure 1: Emergence of social norms in $SW_{100}^{12.0.8}$ (Results are averaged over 1000 independent runs).

Figure 1 (a) shows the dynamics of the average reward of the whole population. Figure 1 (b) shows the frequency of each action adopted by the agents when norm (LL) emerges in the population. Initially, each agent randomly chooses an action, so there are about 50% of the agents choosing action L and the other 50% choosing action R. This results in the average payoff of 0 in the whole population. As the learning process moves on, however, the number of agents who choose action L as the norm increases. This means that more and more agents have reached a consensus on which action should be the norm, and this norm correspondingly increases the average payoff dramatically. From Figure 1, we can also see that the norm emerges faster under the collective learning framework than under the pairwise learning framework. This is because agents using collective learning can learn directly from all of their neighbors at the same time to decrease the diversity among the agents. These results confirm that our collective learning framework is an efficient mechanism for the emergence of social norms.

4.2.2 Influence of agents’ cognitive deficiencies

To better understand the advantages of the collective learning framework over the pairwise learning one, we test both frameworks in heterogeneous societies where the agents have varying cognitive capabilities by receiving feedbacks from the environment with different levels of uncertainty. Each agent has a probability of $p_c$ to receive a transformed payoff, which is $r + \sigma^2$ ($r = \pm 1$ is the original payoff). The probability of $p_c$ and the variant of payoff value $\sigma^2$ indicate the different cognitive capabilities of the agents. We set $p_c$ to 0.2 and choose $\sigma^2$ from the set of {1, 3, 4, 5} in this study. Figure 2 shows the dynamics of the action frequency in $SW_{100}^{12.0.8}$ with different cognitive deficiency $\sigma^2$. From the results, we can see that a society in the collective learning framework is able to maintain a high level of convergence ratio and quick convergence speed, whereas a society in the pairwise learning framework is only able to achieve a low level of convergence ratio and slow convergence speed. In both cases, as the cognitive deficiency $\sigma^2$ increases, the convergence speed slows down. This is because it is more difficult for the agents in societies with larger values of $\sigma^2$ to distinguish the effects of their actions on the environment, and these uncertainties can hinder the agents from reaching consensuses. However, the difference in the convergence speed using collective learning is not as significant as that using pairwise learning. This indicates that the collective learning framework can mitigate the uncertainties caused by the agents’ cognitive deficiency, and is more efficient and robust for norm emergence compared with the pairwise learning framework.

4.2.3 Influence of agent learning strategies

We are also interested in whether the proposed framework is robust enough for different learning strategies adopted by the agents. Thus, we use three basic learning strategies for agent interaction: Q-Learning [27] with ε-greedy exploration, WoLF-PHC (Win or Learn Fast-policy hill climbing) [4] and Fictitious Play (FP) [10]. Q-learning has been widely used in MASs, but converges only to pure strategies. The learning rate $\alpha$ is set to 0.1 in this study. WoLF-PHC can learn mixed strategies and is guaranteed to converge to a Nash equilibrium in a 2-person, 2-action game against a given opponent. However, it is not clear whether it is guaranteed to converge in the collective learning framework. The learning rate $\alpha_w$ is set to be 0.04 when the agent is winning and the learning rate $\alpha_l$ is set to be 0.01 when the agent is losing. Finally, an FP player uses the historical frequency count of its opponent’s past actions and tries to maximize the expected payoff by playing a best response to that mixed strategy, represented by this frequency distribution. The learning rate is set to be 0.1 for an FP player. We test the three different learning strategies in a homogeneous and a
heterogeneous society of 100 agents. In the homogeneous society, all the agents use the same learning strategy when interacting with their neighbors, while in the heterogeneous society, agents are equally divided according to the strategies they adopt. This heterogeneity of society models the real-life situations, in which people have different learning capabilities in the same circumstance.

Figure 3 shows the dynamics of the average reward in the society using the three learning strategies. As we can see, societies in the collective learning framework can evolve a social norm using all three learning strategies. The quickest one is using Q-learning, followed by WoLF-PHC and Fictitious play. Norms evolve very slowly using Fictitious play because agents need a great deal of time to estimate the frequency distribution of neighbors’ past actions. The time in the heterogeneous society to evolve a norm falls between the time taken by the corresponding homogeneous societies. These results are consistent with the previous study [21], in which agents learn randomly in an unstructured population.

4.2.4 Influence of population size, number of neighbors and actions

Figure 4: Dynamics of the average payoff with different numbers of agents.

The population size of the society and the number of neighbors are important factors that can influence the emergence of social norms [21, 26]. To show the effects of these two factors on norm emergence under the collective learning framework, we vary the agent number $N$ in $SW_{N}^{12,0.8}$ in [50, 1000], and the number of neighbors $k$ in the set of $\{4, 6, 8, 12, 20\}$ in $SW_{1000}^{k,0.8}$. The dynamics of average agent reward with different agent populations is shown in Figure 4, from which we can see that the more agents in the society, the longer it takes for the entire society to converge to a social norm. This result occurs because the larger the society, the more difficult to diffuse the effect of local learning to the whole society. This phenomenon can be seen in human societies where small groups and clans can more easily establish social norms than those larger societies, as argued in [21].

Figure 5 shows the dynamics of average agent reward with different neighborhood size $k$, from which we can see that when the average number of neighbors is increased, the convergence time is steadily reduced. This effect is due to the clustering coefficient of the network. When the average number of neighbors increases, the number of links between agents also increases, and therefore agents located in different parts of the network only need a smaller number of interactions to reach a consensus.

4.2.5 Influence of ensemble methods

Figure 7 shows norm emergence using different ensemble methods as well as pairwise learning method in three different kinds of networks. In the grid and small-world network, the majority voting method and structure-based method outperform the pairwise learning method throughout the whole learning period. Norms using the performance-based method converge very slowly at the beginning and then quickly outperform those using the pairwise learning method afterwards. In the scale-free network, however, the three methods under the collective learning framework have almost the same performance, and all outperform the pairwise learning method throughout the whole learning period. These results show that the proposed ensemble methods can bring about different patterns of norm emergence in the three different kinds of networks, and further confirm that our collective learning framework is more efficient for norm emergence than the pairwise learning framework.
these networks. Three different kinds of network topologies were evaluated, varying topologies of social networks examining the underlying network topology of agents. Sen et al. [21, 14] proposed a mechanism for the emergence of norms through social learning in which agents learn norms based on private interactions. They experimented with three reinforcement learning algorithms and studied the influence of the population size, the set of possible actions and the heterogeneity of the population on norm emergence. More recently, Savarimuthu et al. [18] discussed three aspects of active learning (i.e., experiential, observational and communication-based learning) of norm emergence in an agent society, and demonstrated the usefulness of combining these three aspects of norm learning to boost the convergence of social norms. All these studies handled the issue of norm emergence via learning in the context of an agent population, in which each agent can interact randomly with other agents. Our work differs from all these studies because we focus on the emergence of norms under a networked agent society in which the interactions of agents are physically constrained. In addition, agents in our model learn simultaneously with all their neighbors to achieve a final consensus by using ensemble techniques. This is in contrast to the sequential learning process in all the previous studies, in which each agent is selected sequentially to interact with another agent in the population.

A number of researchers have studied norm emergence by examining the underlying network topology of agents. Sen et al. [20] evaluated how varying topologies of social networks affected the emergence of norms through social learning in these networks. Three different kinds of network topologies (i.e., scale-free, fully-connected and ring networks) were studied to show how quickly norms converged in social networks depending on parameters such as the topology of the network, the population size and the number of actions available. Villatoro et al. [26] investigated the effects of memory and the history of past activities during learning on the success and rate of emergence of social norms in different network structures. The authors confirmed that different characteristics of the topology in which agents are located could produce different convergence rates for reaching a social norm. Later, Villatoro et al. [25] used two social instruments (i.e., rewiring and observation) to effectively address the frontier effect problem caused by the sub-conventions so as to facilitate norm emergence in the whole network. Recently, Mahmoud et al. [20] further extended Axelrod’s seminal model [2] by considering the topological structures, in particular, scale-free networks. All these studies, however, were based on a simple interaction protocol: each agent must be paired with one of its neighbors for interaction so that this agent can learn directly from this interaction. This interaction protocol simplifies real-life situations when individuals can collectively decide among multiple alternatives. In our study, an agent interacts with all of its neighbors simultaneously and learns from these interactions collectively. The focus is to study the impact of local collective behaviors on the overall emergence of norms in the whole society in a number of different conditions. This focus differentiates our work from all these previous studies.

In the area of reinforcement learning, ensemble techniques have been widely used to boost learning efficiency and to improve learning performance. Wiering and Hasselt [29] used different ensemble methods to combine multiple independently reinforcement learning algorithms to choose the best action. Hans and Uluft [21] used ensemble techniques to make reinforcement learning more robust and less dependent on the various parameters. Various ways of aggregating single learners are proposed to learn a combined parameterized state-value function of multiple agents. In a more recent work, Fauer and Schwenker [8] proposed several ensemble methods to learn a combined parameterized state-value function of multiple agents. All these studies employed ensemble learning in reinforcement learning with the aim of enhancing learning speed and improve final performance. In our work, however, the ensemble methods are used to combine the focal agent’s best-response actions for each of its neighbors to make a final decision. Our focus is not on the learning efficiency, but on the different patterns of norm emergence achieved through local collective behaviors of agents in networked agent societies.
6. CONCLUSION AND FUTURE WORK

In this paper, we studied the emergence of social norms through collective learning from local interactions in networked agent societies. The goal of this work is to investigate whether such collective learning can successfully establish a social norm as a bottom-up process so that coordination can be achieved across the whole society. We showed that the collective learning framework is more efficient and robust than the pairwise learning framework which has been adopted in previous studies. We investigated the influence of various essential issues on the ratio and speed of norm emergence. The experimental studies confirmed that the collective learning framework is robust and efficient for evolving stable norms in networked agent societies.

The long-term goal of this research is to design robust mechanisms capable of predicting social behavior and facilitating social order in agent societies through analyzing local collective behaviors. Such robust mechanisms can not only provide us with a better understanding of the formation and evolution process of opinions and conventions in human society, but also enable us to build and design robust MAS such as electronic institutions. This paper is a step towards this goal, however, much more work still remains to be done. For example, to better imitate real-life societies, relationships between agents need to be added to the network structure. In addition, more varied local learning behaviors can be defined and further investigated, for example, by considering the multiple transitive states of agents.
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