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Abstract—Broadcast is a fundamental operation in wireless
networks and is well supported by the wireless channel. Hower,
the interference resulting from a node’s transmission posa key
challenge to the design of any broadcast algorithms/protais.
In particular, it is well known that a node’s interference range
is much larger than its transmission range and thus limits tte
number of transmitting and receiving nodes, which inevitally
prolong a broadcast. To this end, a number of past studies hav
designed broadcast algorithms that account for this interérence
range with the goal of deriving a broadcast schedule that
minimizes latency. However, these works have only taken iot
account interference that occurs within the transmission ange
of a sender. Therefore, the resulting latency is non-optima
given that collision occurs at the receiver. In this paper, w
address the Interference-Aware Broadcast Scheduling (IAB)
problem, which aims to find a schedule with minimum broadcast
latency subject to the constraint that a receiver is not within
the interference range of any senders. We study the IABS
problem under the protocol interference model, and present
a constant approximation algorithm, called IABBS, and its
enhanced version, IAEBS, that produces a maximum latency of
at most 2 {%(a +12+(E+D(a+1)+ 1J R, where « is the
ratio between the interference range and the transmissionange,
i.,e., a > 1, and R is the radius of the network with respect to
the source node of the broadcast. We evaluated our algorithm
under different network configurations and confirmed that the
latencies achieved by our algorithms are much lower than egting
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nodev will experience a collision. In such a case, this type of
interference is called collision occurring at naderhe second
scenario is where the interference is caused by transmittin
nodes that are outside the receiver’s transmission range. F
example, transmitting node is located outside receiving node
v's transmission range but insidgs interference range. In
both cases, the resulting interference will raise the nthise
and hence reduce the signal-to-noise ratio required tavece
the message correctly.

Unfortunately, the problem of finding a broadcast schedul-
ing with minimum broadcast latency is NP-hard [5]. To date,
there have been numerous studies that aim to approximate the
broadcast schedule with minimum latency [4] [5] [9] [14].
However, these works have mainly considered interference
from a sending node’s perspective and do not consider in-
terference caused by nodes that are outside a receivingsnode
transmission range.

Henceforth, in this paper, we address the Interference-
Aware Broadcast Scheduling (IABS) problem which aims to
find a schedule with minimum broadcast latency, whilst also
considering the two aforementioned types of interfereidée.
present the design and evaluation of two centralized bamsdc
algorithms. In a nutshell, this paper contains the follayin

schemes. In particular, compared to CABS, the best constant contributions:

approximation broadcast algorithm to date, the broadcast atency
achieved by IAEBS is 2 that of CABS.

|. INTRODUCTION

The use of broadcast to disseminate a message from a source

1) We provide two constant approximation algorithms:
IABBS and IAEBS. These algorithms produce a
broadcast schedule with a latency of at most

2 L%(a + 124 (2 +1)(a+1)+ 1| R, which is the
best latency bound without knowledge of geographical

to all other nodes is a fundamental operation relied upon by
a number of network protocols and applications, including
route discovery, software updates and so forth [13]. Mosgov
applications such as those used for military surveillaroger-
gency disaster relief and environmental monitoring mayehav
time constraints that require strict bound on end-to-etahizy.
Alternatively, due to resource constraints, there may b | 2)
on the number of broadcast transmissions performed by nodes
However, due to interference, achieving low latency braatic
is a key challenge in wireless networks. When a nade
receives a message from one of its neighbors, say node
nodev may fail to receive the message due to the interference
from other transmitting nodes. More specifically, theretare
types of interference scenarios. If the transmitting nodand

information. In particular, wheny is set to 2, they
bound the broadcast latency @R. Here, a is the
ratio between the interference rangeand transmission
rangerr, i.e., « :—; and R is the radius of the
topology with respect to the source.

We prove that the total number of transmissions pro-
duced by IABBS and IAEBS is at most eight times that
of the minimum total number of transmissions.

3) We evaluate IABBS and IAEBS under different network

parameters through simulations. Extensive experimental
results show that on average, our proposed algorithms
have a better performance than the state of the art
algorithm CABS [11].

w are both located within node’s transmission range, then The remainder of this paper is organized as follows. Section



2 lists related work. In Section 3, we introduce the networkansmission range. CABS is also a tree-based method, with a
model, the problem formulation and some graph definitiom®lor schedule constructed along the BFS tree, where sender
and theories. In Section 4, we introduce our approximatiavith the same color are not allowed to transmit concurrently

algorithms: IABBS and IAEBS. Section 5 presents the renterestingly, for 5 = 0, where carrier sensing range is
search methodology and results. Lastly, Section 6 consludet taken into account, CABS becomes an approximation
the paper, and presents further works. algorithm for the IABS problem.

One key limitation of tree-based algorithms is higher broad
cast latency because they prevent nodes in lower layersof th
To date, there have been several studies [2] [8] [10] [1HFS tree from transmitting until all nodes in the currentiay
[15] on the IABS problem with the objective of minimizinghaye finished their transmissions even though transmission
broadcast latency. Most of them assume Disk Graphs (DGgbm lower layers do not interfere with the transmissions of
where the graph radiug with respect to the source of thepgdes in the current layer. To overcome this disadvantage,
broadcast serves as a Iower bound for broadcast latency []:l}ang et al. [10] propose a greedy heuristic algorithm by

Chen et al. [2] are the first to study the IABS problemygopting a greedy coloring scheme. They show that their
for Disk Graphs (DGs), where they consider the interferenggyorithm produces a much lower broadcast latency compared
and transmission range to be different with > 1. They yith [2] via simulations. However, they do not give any
create a broadcast schedule based on a Breadth-FirstiSeg{goretical bound of the broadcast latency in the worst.case
(BFS) tree. To minimize the broadcast latency, the forward po|| the works reviewed thus far, except [2] and [10],
and backward transmissions are utilized to accelerate ly the same geometrical constraint to avoid interfering
broadcast transmissions of nodes in the same layers of tBe B nsmissions. For example in [8], [11] and [15], nodes with
tree. They prove their algorithm has a claimed approximmatiq, gistance less that + 1)r must not be scheduled to
ratio of O(a?). In particular, whena: = 2, they show that {ransmit or receive at the same time. However, this geooatri
the broadcast latency of their algorithm is bounded2By?.  constraint is in general stronger than what is needed to
However, as shown in [11], the bound @67 is incorrect ayoid interfering transmissions. That is, it is possible tiwo
because of the unbridgeable gaps in Lemma 4 and Corollgfyrallel transmissions to receive a message correctlyitdesp
7 of [2]. ~not satisfying this geometrical constraint.

To the best of our knowledge, Huang et. al [8] are the first to | the ensuing sections, we address the aforementioned lim-
propose a correct constant approximation algorithm assgimiiations by proposing two constant approximation algonish
each node is not aware of its geographical location. In thgii|ike past works, our algorithms do not use geometrical
method, they partition the network plane into equal hexagogonstraint nor require nodes to have their location infdioma
and assign them with differ_ent colors with the constraira!tthmstead’ we allow parallel transmissions to proceed ortlys
two hexagons with mutual distance of less tiiar-1)r7 must  qo not interfere with each other. Furthermore, IAEBS allaws
not share the same color. They schedule nodes’ transmissigfie in a lower layer to receive or transmit a message earlier
times based on hexagons’ color and BFS tree. For instancey{8n a node in an upper layer. As a result, as shown in Section

avoid interference, transmitting nodes with the same caler ; oyr algorithms yield a lower latency than current broadca
not allowed to send simultaneously. Their proposed algorit 5igorithms.

has an approximation ratio 6f(§(a + 2)}2. Moreover, when
a = 2, they prove that the broadcast latency of their algorithm Ill. PRELIMINARIES
is bounded by4R. A. Network Model

Tiwari et al. [15] extend the method of [8] to consider \we assume that all nodes have an equal transmission and
different transmission ranges and spaces, i.e., 2D and @D, gnterference range. Therefore, the network is represebyed
presented an approximation algorithm with a constant @ftio 5 ypg, G = (V,E), whereV is the set of nodes, anél
2 [%(a +1)%92 + w + %W for the 2D space, where represents the set of edges/links that exist between twesnod
is the ratio between the maximum and minimum transmissiéntheir Euclidean distance is no more than the transmission
range. Similar to [8], they also apply hexagon coloring meth range. Unlike [8] and [15], we do not require nodes in the
to schedule nodes’ transmission time. Notably, whes 1, network to know their geographical location. We denote the
Tiwari et al.’s algorithm is also suitable for UDG. Furthesra, transmission range of nodes &g, their interference range as
whena = 2 andy = 1, their algorithm has a boundedr;, and « is the ratio betweem; and rr, with o > 1. We
broadcast latency of4 R, which is the state-of-the-art latencywill use N(v) and N, (v) to denote the set of nodes that are
bound assuming nodes are aware of their location informatiavithin the transmission and interference range of nodel’

Mahjourian et. al [11] study the conflict-aware broadcasespectively,N(v) C N, (v).
problem whereby apart from the transmission and interfexen We assume time is discrete and every message transmission
range, they also consider the carrier sensing range undecupies one unit time. In this paper, we adopt the protocol
UDGs. They propose a constant approximation algorithimterference model, which is widely used because of its
called CABS which has a ratio ab(max«, 3)?), where 3 generality and tractability [7]. In the protocol interfexe
is the approximation ratio between the carrier sensing antbdel, two simultaneous transmissions, i.e., — v;’ and

II. RELATED WORK



‘us. — wvo', are said to be interference-free if none of onnterference-free according to the protocol interferemoelel,
sender’s receivers locate within the other’s interfereraecge; it is sufficient to have,

that is, d(ul,vg) > ry and d(’u,g, ’Ul) > ry, Whered(ul,vg) d(ul, UQ) > (Oé + 1)7’T \ d(’Ul, 1)2) > (a + 1)7’T
(respectively,d(uz,v1)) is the Euclidean distance betweemwhere d(u;,us) (respectively,d(vi,v2)) is the Euclidean
uy,ve (respectivelyus, vy). distance betweeny, us (respectivelypy, vs).

B. Graph Definitions and Theories C. Key Observation

Let G = (V, E) be a connected and undirected UDG with Note that the conditions in Theorem 2 are the geometrical
|V| =n, and nodes is a fixed node inG. The subgraph off  constraint used by [8], [11] and [15], and is in general sgem
induced byU C V is denoted byG[U]. The minimum degree than what is needed for avoiding interfering transmissi&ios
of G is denoted by(G). Theinductivity of G is defined as example in Fig. 1, assume that two transmissians— v;’
0*(G) = maxycvo(G[U]). Thedepthof a nodev € Vis the and w, — vy’ have the following geometrical property,
distance between ands, and theradiusof G with respect to d(uy,uz) < 3rp, d(vi,ve) < 3rp, d(ui,ve) > 2ry and
s, denoted byR, is the maximum distance of all nodes fromi(usy,v;) > 27 with o = 2. According to Theorem 2,

s. The depth of a node can be computed by constructing awu; — v;” and ‘us — v»’ cannot be scheduled simultaneously
BFS treel'’srs from G. For0 <i < R, the layeri of Tsrs by algorithms in [8][11] and [15]. However, nodg andv, are
consists of all nodes at depthdenoted byL;. outside the interference range of nadeandu, respectively,

An Independent S€tS) I in G(V, F) is defined as a subsetand hence transmissions;;' — v’ and ‘us — v’ are
of V such thatu,v € I, (u,v) ¢ E. A Maximal Independent interference-free. That is, they can be scheduled simedtan
Set(MIS) U is an independent set which is not a subset @fusly.
any other independent sets. A subBebf V' is adominating
setof G if each node not iV is adjacent to at least a member
of U. Clearly, every MIS ofG is also a dominating set a¥.

If setU is a dominating set off andG[U] is connected, then

U is called aConnected Dominating S€CDS) of G. It is ;
known that the size of MIS does not exceégpt + 1, where : ‘
opt denotes the minimum size of a CDS Gf[16]. '

A proper nodecoloring of GG is an assignment of colors,
labeled by natural numbers, to the nodeslinsuch that
any pair of adjacent nodes receive different colors. Anyenod
orderingvy, vs, - -+ ,v, Of V induces a proper node coloring
of G in the first-fit manner. Specifically, fof = 1 to n, Fig. 1. An example of two simultaneous transmissions
assign nodey; the least assigned color that is not used by
any neighbomw;, wherej < i. A particular node ordering of
interest is thesmallest-degree-lasirdering. Fori = n to 1, it D. Problem Formulation

setsv; to the node with the smallest degreedU], where  The problem at hand, IABS, can be modeled as follows. Let
U, and the process repeats urifilis empty. It is well-known (respectively,R;) is the set of nodes that send (respectively,
that the node coloring of induced by a smallest-degree-lasteceive) the message in thieth round. Given a wireless

ordering uses at most+ 6*(G) colors [12]. ~ networkG(V, E) with a source node € V, the IAB problem
Theorem 1:(Groemer Inequality [6]). Suppose thét is s to find a forwarding schedule,

a compact convex set arid is a set of points with mutual

distance at least one. Then, . S ={(R1,51),(S2,Ra),- -, (Sm, Rm)}
unc| < ”j‘gfgc) + %(C) +1, that satisfies the following constraints: (i) each nade S;
wherearea(C) andperi(C) are the area and perimeter ofmust have been aR;, with j < 4; that is, node: must receive
C respectively. the message before it sends, (ii) all transmissions frorfstet
When the setC is a disk or a half-disk, we have theR; must be interference-free, (iif)J", R;| = |V| and|S| is
following corollary. minimum. In other words, find an interference-free broaticas

Corollary 1: Suppose that (respectively,C’) is a disk schedule that guarantees all noded/imeceive the broadcast
(respectively, half-disk) of radius, andU is a set of points message interference-free in minimum time.
with mutual distances at least one. Then,

[Unc| < 2—\/’%7“2—1—#7“4—1, IV. PROPOSED ALGORITHMS
unc'| < %TQ +(5+1r+1, In this section, we present IABBS before presenting its

Theorem 2:(Mahjourian et. al [11]). In order for two enhanced version called IAEBS, which has a near optimal
simultaneous transmissions;' — v’ and ‘us — vy’ to be performance.



A. IABBS

The main idea is to schedule transmissions layer by layer
based on the rule that a transmission is interference-free i 3
there is no other senders within a receiving node’s interfee
range. In our explanation to follow, we will use Fig. 2 and.Fig
3 to illustrate key aspects of IABBS. The network in Fig. 2 2
consists of 13 nodes randomly deployed id & 5 rectangle
area, and node is the source node.

Given G = (V, E) and a source node, IABBS starts by 1t
constructing a broadcast trég rooted at nodes, where if
a nodewu is a parent of node, then nodeu is responsible

for transmitting the message t@a Then using7;, IABBS 0 ] 2 3 : 5
schedules transmissions layer by layer such that every node
receives the message interference-free. Fig. 2. An example wireless network withy = 1 andr; = 2. There are

13 nodes randomly deployed in4ax 5 rectangle area. Solid lines denote

FirStIy' IABBS constructs a BFS tréBz g rooted at node transmission range. Dotted lines denote the interfereange:.

s, and computes the depth of all nodes in the resuliipgs.
Hence, this tree yields the radius of G; for the topology in Ajgorithm 1 Broadcast Tred,
Fig. 2, we hayeR = 5, see Fig. 3. With this treg in hand, let L Ty — (Vo Eo), Vs — V, Ep < 0
L;, where0 < i < R, be the set of nodes at deptlof Tzrs. 2 U Uy« {5}

The next step is to construct the broadcast tifge For 3: P(v) < Nil, Yo e V
example, the resulting;, for the network depicted in Fig. 4: for i 1 tc; R do
2 is shown in Fig. 3. This tree will be used to determine_ for eachw ¢ L. do
the transmitting nodes and their transmission schedule. Th !

a

construction of7}, has two key features: (i) deriving a MIS Gf it (TN N(w)) = @ then
U, and (i) selecting nodes, callatbminators from the set o end if
U, and their parents, also callednnectornodes, such that gj end for
dominators together with connectors form a CDS. !
. . 10: M; =1L; \ U;
Algorithm 1 constructs the MIS/ layer by layer, starting 11- end for

from Ly in Trs (line 4 to 9). Specifically, for each laydr;,

it selects nodes that are not adjacent to nodes igreedily.
Let U; = UN L;, and M; = L; \ U;; in our example, we
have Uy, = {’Ul, V2, 1)5} and M3 = {1)10,1)11}. Note that,
Uy = {s} andU; = () because the source nodes the first
node to be considered and nodeslin must be adjacent to
nodes.

Given the setd/; and M;, the next step is to select parentﬂf
nodes. At each layer where0 < i < R, Algorithm 1 greedily
selects parents froiti; that cover the most nodes in the curren
and other layers that have yet to be assigned a parent; ese lif:
15 to 18. LetP(v) andC(v) be the parent of node, and the
set of children of nodes respectively. For instance, in Fig.
3, for nodes in layer 4, initially, nodes € U, covers the
most nodes iV, U M5, i.e., My = 0 and M5 = {vg, v12},
so it is first chosen as the parent of nodgeand v,, i.e.,
P(’Ug) = P(’Ulg) = U8 and C(’l}g) = {U67 Ulg}. To identify
the connector nodes, lines 19-23 in Algorithm 1 process siod
in a similar manner; i.e., it selects as connectors nodéd;in
that cover the most dominators in the lower layer that have ye
to be assigned a parent, whereby nodesfirserve as parents simultaneously. These two conflict graphs are constructed
to nodes inU. based on the rule that an edge exists between two tranggnittin

After constructingT,, the next step is to schedule nodeshodes inG; (respectively, two receiving nodes @) if any
transmissions using Algorithm 4. For each layerlpf domi- of their children (respectively, parents) lie in the inexgnce
nators first transmit followed by connectors. For each layeange of one another. The following paragraphs explainethes
L;, 1ABBS schedules transmissions with the help of twoonflict graphs in more detail.
conflict graphg7; andG,., where an edge between two nodes GraphG;, is constructed as per Algorithm 2 which is used
indicate interference and hence must not transmit or receto ensure all dominators’ transmissionslin are interference

12: for 1 < 0 to R do

’

13: U, « U;, M « M,
14:  while U, # 0 do
15: w + a node in U, with maximum
[{vlv € N(u)N L;>; and P(v) = NIL}| value
16: C(u) < {vjv € N(u)N L;>; and P(v) = NIL}
U, «U; \ {u} andP(v) + u , Vv € C(u)
end while
g9: while M; # 0 do ,
u <~ a node in M, with maximum
[{vlv € N(u)NUj;s; and P(v) = NIL}| value
21: C(u) < {vjv € N(u)NUj;>; and P(v) = NIL}
' M, « M, \ {u} and P(v) < u , Vv € C(u)
23 end while
24: end for
25 By + {(u,v)|lu= P(v)}
26: return Ty, = (V3 Eyp)




neither of them can be scheduled to receive at the same time.

Algorithm 3 Conflict GraphG,.(V;., E,.)
1: ProcedureConflict-Graph-G,. (U;41,T3)
2: V. Ui+1, E, — 0
3: for eachu € V,. do
4: for eachv € V, do
5: if P(u)# P(v) and P(u) N Ny (v) # 0 then
6:
7
8
9

E, < E, U (u,v).
end if
end for
: end for
10: return G, = (V,., E,)

Fig. 3. Broadcast tre@;, of IABBS. The label(rec, tr) denotes the reception
and transmission time of a node, and a square indicates andtomi

free. Algorithm 2 constructs grapfi; by taking as input’;

and T;, and outputsG,(V;, E;). First, all nodes inU; that After constructing the conflict graphs of layér IABBS
have children in layeri or i + 1 are added intoV; (lines Proceeds to color the nodesd# andG,., where nodes irt,

3 to 7 in Algorithm 2). In the next step, Algorithm 2 will (respectivelyG,) that share the same color are scheduled to
connect two nodes i, with an edge if dominators i/; transmit (respectively, receive) at the same time. To mizem
have children that lie in the interference range of one aottheir chromatic index, IABBS takes advantage of the smalles
(lines 8 to 14 in Algorithm 2). This means two sending nodedegree-last ordering method to color nodes in the first-fit
that are connected by an edgeGh must not be scheduled Manner; see Algorithm 4 (lines 6 and 15). Denotecbpr(v)

to transmit simultaneously because a subset of one sendig color number of node, i.e., color(v) = 0,1,2,---. Let

node’s children lies within the interference range of theeot 7 andm, be the maximum number of colors required by
nodes in graplG; and G, respectively.

Algorithm 2 Conflict GraphG,(V;, Er) IABBS s_chedules the transmiss_ipns from parents_at_layer
1. ProcedureConfict-Graph- Gy (U7,, Ty) to their children as follows. Specifically, the transmissiof
) Ph-Gre (U Lo a dominatoru in U; to its childrenC(u) is scheduled at time

21 lfgr:a%] ;—E(Z)U i Totart + color:(u) b.'_ased on graphy;(V4, E?), whereTs; .+ IS
4: it C(u) # 0 Zthen t_he current_ time (lines 7 to 10 of Algorithm 4)._ The current
5: V, <V, U {u} tlme_tstm increases byn, to _ensure_all trans_mlssmns from
6: end if domlna!tor_s inU; completes (line 11 in Alg(_)nthm 4_). Then,
7: end for transmissions f_rom (_:or_mectors ; to dominators inU;
8: for eachu € V; do are scheduled ina S|m|lgr manner. Note that= Uiy q. The
9; for eachw ¢ V;, do reception of dominator, in U;; is also scheduled at. time
10 it C(u) A Na(v) £ 0 then Tstart+colgr(y) b{:lsed on graptv,.(V;., f?r), and accordmgly
11 By < B, U (u,0). the transrmssmn t_|mer_(P(u)) of n_odeus parentP(u) is set
12 end if ’ to nodeu’s reception tlmerec(u),_ ie., tr(_P(u)) =rec(u) =
13: end for Tstm,t+colo.r(u) (lines 16 to 19 in Algor_lthm 4)._The current
14: end for time T4+ increases bym, (lines 20 in Algorithm 4) so
: that all transmissions from connectors Ad; finishes before
15: return Gy = (Vi, Ey)

the next layer is considered. All subsequent layers are then
scheduled in a similar manner.

IABBS constructs the conflict grap’,. using Algorithm We now use Fig. 3 as the example to illustrate the operation
3. G, is then used to ensure that the reception of dominataAlgorithm 4. It starts by constructing grafgh, andG,. for
in U;41 is interference free. In other words, IABBS ensurelayer 0. Recall thatUy = {s}, andU; = 0, hence graph
the transmissions of connectors iv; are interference free G, is skipped. Grapld:; only contains one node, therefore,
because the parent of nodeslf; are connectors in/;. we getcolor(s) = 0 andm; = 1. Then, the transmission
Algorithm 3 takes as input ot/;;; and 7T,, and outputs a time ¢r(s) of nodes is set t0Tq,t + color(s) = 0, where
subgraplG, (V;, E,.). Specifically, all nodes iV, ; are added initially 7Ts:.-+ = 0. Next, the current timely;,.+ increases
into V,. (line 2 in Algorithm 3), and then two nodes ivi. by 1, Ty,+ = 1. For layerl, U; = (, and thus graplt; is
are connected with an edge if they do not share as thempty. It only needs to construct gragh. fro layer 1 with
parent the same connector, and neither of them is locatedlin = {v1, v2, vs}. Recall that node; andv; share the same
the interference range of the other’s parent (lines 3 to 8 parentvr, i.e., P(v1) = P(vs) = v7, both nodev; anduvs lie
Algorithm 3). That is, an edge i/, indicates at least one in the interference range of nodg which is the parent of node
receiving node is interfered by the other’s parent nodecbenvs, and nodev, is within the interference range of node,



Algorithm 4 Broadcast Scheduling of IABBS More specifically, any transmitting nodein G, transmits

1 tr(v) < rec(v) «+ —1, Yo e V at the minimum time that satisfies the following interference-
2: Tstart < 0 free constraints —(ix must receive the message interference-
3: for i <~ 0 to R do free before time, i.e., tr(u) > rec(u) (lines 10 in Algorithm

4 if U; # 0 then 5); (i) no node inC(u) hears the message from nodes in its
5: G¢(Vi, Ey) <+ Conflict-Graph-G; (U;, Tp) interference range at time(lines 7 in Algorithm 5); (iii) no

6: Color nodes inG; by smallest-degree-last ordering node in N, (u) \ C(u) is receiving a message from its parent
7 for eachv € V; do at timet (lines 8 in Algorithm 5). Likewise, any receiving
8: tr(v) < Tstart + color(v) nodev in G, receives at the minimum time that satisfies

o: rec(u) « tr(v), Yu € C(v) the following similar constraints —(i) the reception timeof

10: end for nodev must be larger thanec(P(v)) (lines 21 in Algorithm
11: Tstart < Tstart +my 5); (i) node v is not hearing a message from nodes in its
12:  end if interference range at time(lines 18 in Algorithm 5); (iii) no
13:  if Ui41 # 0 then node inN,(P(v))\ C(P(v)) is receiving a message from its
14: G, (V,., E,) «+ Conflict-Graph-G, (U;1+1,T5) parent at timg (lines 19 in Algorithm 5). In Algorithm 5, we
15: Color nodes inG, by smallest-degree-last ordering use sefl; (v) andl>(v) to record the time in constraint (ii) and
16: for eachv € V,. do (iii) for node v respectively. Denote by(v) the set ofl; (v) N

17: tr(P(v)) < Tstart + color(v) I,(v). Note that, nodes iii7; are scheduled before nodes in
18: rec(v) < tr(P(v)) G, because all parents of nodesif are assigned a reception
19: end for time only when nodes iid; are scheduled to transmit.

20: Tstart — Tstart + my

21:  end if

22: end for
23: return  rec(v),Yv € V

subsequently, irG,., there is a link between nodg andwvs,

vs andwvy respectively, i.e.(vy,v2) = (vs,v2) = 1. Then sort
the nodes inG,. as per smallest-degree-ordering to yield a new
scheduling ordefvs, v1, vs}. Next, color these nodes in the
first-fit manner in the following ordefvs, vy, vs}. Then we
havecolor(vy) = 0, color(vy) = color(vs) = 1 andm, = 2.
Finally, the the reception time of node, v; andwvs is set to
1,2 and 2 respectively, i.erec(ve) = Tspart + color(ve) =

1_|_ O Corresponding|y' the transmission t|me Of no@mnd We use F|g 4 as the example to illustl‘ate the Opel’ation Of
v7 is also set tol and 2, i.e., tr(vs) = rec(vy) = 1 and Algorithm 5. Recall that IAEBS constructs the same broatcas
tr(vr) = rec(vy) = rec(vy) = 2. The other layers are handledree T3, conflict graphG, and G, for each layeri, and the

in a similar manner and the final result is shown in Fig. 3. final broadcast tred}, is shown in Fig. 4. In the next step,
IAEBS will schedule the transmissions for each layer. Ittsta

B. IAEBS by sorting the nodes i7; and G, for layer 0. U; = 0,
In this section, we present an enhancement to IABB8enceG, for layer O is empty. We haver(s) = 0, i.e,,
It differs from IABBS only in terms of how transmissionsly = Iy = (), rec(vs) = rec(v;) = 0 becauseG, only
are scheduled. Instead of scheduling transmissions kayer-contains nodes, Q; = {s}. For layer 1, sincd/; is empty,
layer in a top-down manner, IAEBS is able to schedule tHAEBS only needs to consider nodes ifk. Hence, it will
transmissions across multiple layers. This means, in IAEBSort the nodes i7,. as per the smallest-last-degree ordering,
nodes in lower layers may receive or transmit the broadcastd yields@, = {v2, v1, vs} for layer 1. Nodeuv is first
message earlier than nodes in a upper layer. As we will conficonsidered inQ,.. As nodes is the only transmission at time
in Fig. 4, this helps reduce broadcast latency. 0, I;(v2) = {0}, Iz(v2) = {0} and rec(vs) = 0. Thus,
Similar to IABBS, IAEBS starts by constructing the broadé¢r(vs) = rec(ve) = 1. Next, nodev; is considered. Node,
cast tre€l}, using Algorithm 4. After that, for each;, it uses hears a message fromand vz at time 0 and 1 respectively,
Algorithm 2 and 3 to construce¥; andG,.. Instead of coloring thereforel; (v;) = {0, 1}. For nodev; as nodev;’s parent,
nodes inG,; and G, as IABBS, IAEBS first sorts nodes inamong its interference range, nodg and v, are scheduled
G andG, according to the smallest-degree-last ordering, anal receive the broadcast message at tinand 1 respectively;
records them in a new sé), and @, resepctively. Then, it Thatis,Iz(v1) = {0, 1}. Thus, we getr(vy) = rec(v1) = 2,
schedules the transmissions of noded.inbased on; and as rec(vy) = 0 and I(v;) = {0, 1}. Node v5 is the last
G, greedily. node to be scheduled. Sineec(v;) = 0, I1(vs) = {0, 1}

Fig. 4. Broadcast tred} of IEBBS.



and Ir(vs) = {0, 1}, we havetr(v;) = rec(vs) = 2, wandv in G; transmit at the same timeto their respective
i.e., min{¢[t > 0 andt ¢ {0, 1}} = 2. The other layers are children. Assume node’s children are in the interference
handled in a similar manner, and the final result is shown range of nodes. This means there is a link between nade
Fig. 4. Note that, the reception time of nodg in layer L3 andwv in Gy, according to Algorithm 2. Thus, node and v

is equal to that of node; anduvs in layer 2. must not share the same color. That is, nadendv must not
be scheduled to transmit simultaneously. This is conttadic
Algorithm 5 Broadcast Scheduling of IAEBS to our assumption. So for each layer, nodesGin transmit

1 tr(v) < rec(v) « —1, Wwe V interference-free. Similarly, we can prove all nodesGh
2 for i < 0 to R do receive the broadcast message interference-free. Caasiyqu
3 if U # 0 then this theorem holds true.

4: G(Vy, Ey) < Conflict-Graph-G; (U;, T}) n
5: Sort nodes irG; by smallest-degree-last ordering and Theorem 4:1AEBS yields a correct and interference-free

Use @, to denote nodes ii; with the new order  broadcast schedule.

6: for eachu € @; do Proof: We prove the correctness of this theorem by

7: I (u) + {t|3w € C(u) that hears a message at contradiction. We assume node cannot be scheduled to

time ¢ from nodes inN, (w)} receive interference-free because there are two or moadiglar

8: Ir(u) < {t|3w € N,(u) \ C(u) that is scheduled transmissions to node at the same time. Assume that node

to receive a message at timg v's parent P(v) and one of the nodes iiV,(v), i.e., u,

o I(u) + I (u) U Ix(u) are scheduled to transmit atFurthermore, we consider two
10: tr(u) < min{t|t > rec(u) andt ¢ I(u)} different cases. In the first case, naBév) is scheduled before
11: rec(w) < tr(u), Yw € C(u) nodew. If node P(v) selects timet as P(v)’s transmission
12: end for time, nodeu will not chooset again because by the third
13:  end if constraint (lines 8 and 19 in Algorithm 5), when nods
14:  if Uj41 # () then reception time is set ta, i.e., rec(v) = tr(P(v)) = ft,

15: G, (V,, E,) < Conflict-Graph-G, (U;+1,T3) nodewu must not choose. In the second case, assume node
16: Sort nodes irG,. by smallest-degree-last ordering and, is scheduled before nodB(v). According to the second
Use @, to denote nodes i, with the new order  constraint (lines 7 and 18 in Algorithm 5), after nodeselects
17 for eachv € @), do time ¢ as its transmission time, node(v) will not choose it
18: I, (v) < {t|3v that hears a message at time again, because nodewill hear nodeu’s transmission at time
from nodes inN, (v) \ {P(v)}} t,i.e.,v € N4(u). This is contradictory to our assumption, so

19: I (v) + {t|3w € No(P(v)) \ C(P(v)) that is this theorem is true.

scheduled to receive a message at tirhe u
20: I(v) < I (v) U I2(v) Theorem 5:1ABBS produces a constant approximate so-
21: tr(P(v)) < min{t|t > rec(P(v)) andt ¢ I(v)}  |ution for the IABS problem with latency at most
22 rec(v) « tr(P(v)) 2 L%(a F12 4+ (2 + D) (a+1)+ 1J R.
zi en(ceini? for _ Proof: Recall th_at _for each I_ayeir, Whereo_g _z’ < R,
25 end for it takesm; + m, unit time to finish all transmissions, thus

we only need to prove the maximum valueraf andm,. to

obtain the maximum latency for IABBS. Recall that, and

m, are defined as the maximum number of colors required

) by dominators inG; and G, respectively. IABBS applies the

C. Analysis smallest-degree-last ordering to color nodesdp and G,
The following set of theorems assert the correctness, aiggpectively, hencer, = §*(G;) +1 andm, = 6*(G,) + 1

approximation ratio of IABBS and IAEBS in terms of broadby [12]. In the worst case, Algorithm 2 and 3 will add a link

26: return rec(v),Yv € V

cast latency and transmission times. between any two dominators whose distance is no larger than
Theorem 3:IABBS yields a correct and interference-freda + 1)rr by Theorem 2. The maximum minimum degree of
broadcast schedule. any nodeu in G; or GG, is bounded by the number of nodes

Proof: Recall that IABBS processes nodes’ transmissioi¥¢hich lie in a half-disk of radiuga + 1)rr centered at. All
layer by layer in a top-down manner, and the transmissionsdes inG: and G, are dominators. Therefore, by Theorem
each layer are only scheduled after all those in upper laydrs the maximum minimum degree of node is bounded
have completed. Thus we only need to prove all nodes lry %(a +12+(E+D(a+1)+ 1J — 1. That is,0*(Gy),
each layer can be schedgled mterference-free._That isafch 5(Gy) < Ll(a F12 4+ (24 ) (at1)+ 1<J _ 1 As a re-
layer, nodes in the conflict graphi; and G, are interference V3T 2 . .
free when they are scheduled to transmit or receive. We provat €ach layer will take at most; +m, = o _Gt_)+5 (G_T)_JF
the correctness for each layer by contradiction. Assum@nod< 2 | 75 (e + 1)* + (5 + 1)(a + 1) + 1| unit time to finish



all transmissions. Hence, the maximum broadcast latency affdominators and connectors|i$|+|U|—1 = 2|U|—1. Recall
IABBS is 2 L/%(a +12+(Z+1D(a+1)+ 1J R. that the size ofU' does not exceedopt + 1 [16], whereopt
m s the minimum number of transmissions. IABBS and IAEBS
Theorem 6:IAEBS vyields a constant approximate so@'€ thus &(4opt +1) —1 = 8opt + 1 solution.
luton for the IABS problem with latency at most It is known that for a UDG, a node can be adjacent to at
t five dominators [3]. Therefore, each connector is &ajac
2| Za+ 1+ G+ Da+1)+1] R mos . | . ! S @
\/5(0‘ 4]: )+ I(I2h+ )rga 1+ o hedule of nod to at most five dominators i, and one of these dominator is
Proof: Recall that the transmission schedule of nodes é%signed as its parent. A connector may transmit at most four

derlved_ In a top-down manner grgedlly. Assume the max'm%es, because for any connector it has at most four children
transmission time of nodes in laygrwhere0 < i < R, is T;.

Suppose that node in L;; andG, is scheduled to transmit
after 7;. We only need to consider nodes @ which have
been scheduled before nodebecause all nodes in layéer V. EVALUATION

finish their transmissions aftef;. The scheduling order of We now outline the research methodology used to evaluate
nodes inGy; is determined as per smallest-last-order, and thys, performance of IABBS and IAEBS. We compare them
Wheq nodex is congldered, at most'(G¢) nodes have bgen against BFS and CABS [11], which are known to have the best
pon5|dered_ before 'JE' AftefFi,_at_ m0§t5*(Gt) nodes will performance to date. Note that BFS outputs the depth of the
interfere with nodeu's transmission, i.e.|/(u)| < 0"(Gt).  BFs tree and can be used to obtain the lower broadcast latency
Consequently, the maximum transmission time of nodesdn 1,4 assuming no interference. In particular, for CABS,
for layer: +1 IS T +6%(Ge) + 1. _ is set to O; i.e., we do not consider the carrier sensing range
Next, nodes ir(y,. are scheduled after nodesih according oy experiments. It is worth pointing out that the main gdal o
to IAEBS. Suppose that nodein G is scheduled to receive oy simulations is to compare the theoretical and experiaten
the broadcast message affer-5"(G';)+0"(Gr)+2, and only - praqcast latency performance of our algorithms. To this en
transmissions from the parents of nodegiip interfere with o ,r focus is on the effect of various network configurations,
node v’s reception. Similar to nodes iG, the scheduling explained below, on broadcast latency.
order of nodes inG, is also determined by smallest-last- | our experiments, all nodes are stationary and randomly
order, and thus when nodeis considered, at most'(G:) deployed in a700 x 700 m? square area. We study the effect
nodes have been scheduled to receive. Hence, the maximyitterent network configurations including number of esd
reception time of nodes i, for layeri+1is T;+6"(Gr)+ 1, and transmission radius. The number of nodes ranges from 100
and the maximum transmission time of parents of nod&s,in , 300, The transmission radius ranges from 70 to 160 meters.
is Ti+0" (G ) +0"(Gr)+2. We get the maximum transmissiongyery experiment is conducted with one change to the network
time T;.,, of nodes in layei + 1is T; +6*(G¢) +6"(Gr) +2- configuration whilst the other are fixed. Each experiment is

By  theorem 5 = §(Gy),  §°(Gy) < conducted on 20 randomly generated topologies. Moreover,
%(a +1P2+(F+D(a+1)+1 — 1, we get for each topology, we carry out the experiment for 10 runs,

or each layeri + 1, where 0 < 4 < R, its and in each run, an arbitrary node is selected as the source
maximum transmission time T;,; is bounded by node. Each result is the average of 200 simulation runs. Our
T +2 {%(a F12 4G+ Da+1)+ 1J_ simulations were performed using MATLAB.

Fig. 5 is a plot of broadcast latency versus the number

Thus  we get the maximum transmission . . .
time T, for each layer i is bounded by of nodes. Broadcast latency is the maximum time taken by
K2

- x . _ any node to receive the message. This figure indicates that
2 {75(0‘ +1)° + (5,+ Dia+1)+ 1J b where0 < i < Z. _broadcast latency does not vary very much with the number
Hence, the maximum latency - yielded by IAEBS 'St nodes. This is because the broadcast latency is mostly
2 L%(a 12+ G+ D)@+ 1)+ 1J R. influenced by the depth of the BFS tree, which does not
B  depend much on the number of nodes. As shown in Fig.
Theorem 7:1ABBS and IAEBS are 8-approximate solu-5, the depth of BFS tree does not fluctuate very much.
tions in terms of the number of transmissions. Moreover, IABBS and IAEBS have a better performance than
Proof: Recall that IABBS and IAEBS use the sameCABS, i.e., the broadcast latency produced by CABS in this
method, i.e., Algorithm1, to construct the broadcast treeexperiment is about0 time units; in contrast, IABBS and
Ty. In Ty, only dominators and connectors are allowed ttAEBS perform much better with a broadcast latencg@tind
transmit a message. Each dominator transmits at most oR6eespectively. This is because instead of adopting Theorem 2
and a connector may transmit several times to inform all &d schedule nodes’ transmissions, IABBS and IAEBS schedule
its dominator children. Given that each connector is a garegwo parallel transmissions if the corresponding children d
node of dominators i/, the number of transmissions by allnot lie in one another’s interference range. This means two
connectors is equal to the number of dominator#/iexcept senders or receivers with distance less thian+ 1)rp but
the source node which does not have a parent. The number a&fatisfying the condition that their children or parents acé
dominators igU|, and thus, the total number of transmissionwithin the interference range of one another can be schedule



to transmit or receive simultaneously, and thereby, leadin ~ As a future work, we are currently looking into probabilisti

a lower latency than CABS. Additionally, IAEBS performsmethods to model the trade-off between latency, redundancy

better than IABBS because IAEBS schedules transmissicarsd reliability, thus extending our solution to support QoS

in more than one layer; that is, nodes in a lower layer malemands, and studying methods to improve reliability. The

transmit or receive earlier. use of our solution in all-to-all broadcast is another palssi
Fig. 6 is a plot of the broadcast latency versus the transmfature work.

sion radii. It shows that the broadcast latency of all aldonis

decreases with increasing transmission radius. It is tsecau

as the transmission radius increases, the number of node$his projectis supported by the CSC-UoW joint scholarship

being covered by each transmission also increases, leaddiggram.

to a reduction in the depth of the BFS tree, which is the key

factor that influences the performance of CABS, IABBS and
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cast scheduling problem in multi-hop wireless networks. To

overcome this problem, we designed two novel algorithms,

IABBS and IAEBS, for nodes use the protocol interference

model. We prove that our algorithms provide correct and

interference-free schedule, and produce a low broadcast la
tency. Furthermore, IABBS and IAEBS achieve a constant ap-
proximation ratio of2 | Z-(a +1)* + (5 + 1)(a+ 1) + 1.

Our simulation results show that our algorithms have better
performance in terms of broadcast latency as compared to
CABS under different network scenarios.



