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1 Introduction

Modelling the impacts from tsunami events is a complex task. The approach taken by Geoscience Australia is a hybrid one where two models are combined. The first is one which models the earthquake rupture and subsequent propagation in deep water with the second propagating the tsunami through shallow water and focusing on subsequent inundation and impact ashore. The computer model ANUGA is used for the latter part of the approach and was developed collaboratively between the Australian National University and Geoscience Australia.

A critical requirement for reliable modelling is an accurate representation of the earth’s surface that extends from the open ocean through the inter-tidal zone into the onshore areas. However, this elevation data may come from a number of sources and will have a range of reliability.

There are two questions that arise when data is requested. The first deals with the true variability of the topography, e.g. a flat surface needn’t be sampled as finely as a highly convoluted surface. The second relates to sensitivity; how large is the error in the modelled output if the range of errors in the elevation data is known? ANUGA and similar models can take up days of computer time to simulate a particular scenario, and so full comparative tests for a range of input values is not viable. The main aim of this project was to understand the uncertainties in the outputs of the inundation model based on possible uncertainty in the input data.

2 The model

ANUGA is a model based on the shallow-water or depth integrated equations of fluid flow (see [10]). These are used in the form

\[ h_t + (uh)_x + (vh)_y = 0 \]
\[(uh)_t + (u^2h + gh^2/2)_x + (vuh)_y + gh(z_x + S_{fx}) = 0 \quad (2)\]
\[(vh)_t + (vuh)_x + (v^2h + gh^2/2)_y + gh(z_y + S_{fy}) = 0 \quad (3)\]

where \(uh\) and \(vh\) are momentum in the \(x\) and \(y\)-directions, respectively, \(z(x, y, t)\) is the bottom elevation, \(g\) is acceleration due to gravity, and \(h(x, y, t)\) is the total water depth (above the terrain), so that \(h(x, y, t)\) incorporates the contribution of the wave in addition to the existing depth of the water column. When the terrain represents the onshore elevation, \(h(x, y, t)\) simply measures the height of water above the ground. The quantities \(S_{fx}\) and \(S_{fy}\) are the bottom friction modelled using Manning’s resistance law as

\[S_{fx} = \frac{u \eta^2 (u^2 + v^2)^{1/2}}{h^{1/3}} \quad \text{and} \quad S_{fy} = \frac{v \eta^2 (u^2 + v^2)^{1/2}}{h^{1/3}}\]

where \(\eta\) is the Manning resistance coefficient. The three model equations can be simplified to two by subtracting the mass conservation terms, but it is in the form given that they are solved in the model.

The model equations (1)-(3) are solved on a variable triangular mesh over the region of interest using a finite volume method. There are a number of models of similar type described in the literature using both this approach and the Boussinesq equations. These have been verified across a wide range of situations by comparison with both experimental and field data, to the extent that it is clear that the models do a good job of predicting the flow in shallow water, (or when the wavelength clearly exceeds the water depth), and subsequent runup of the tsunami wave \([5, 8, 9, 11, 17]\). This particular model (ANUGA) consequently has been shown to be accurate for a series of flow simulations including dam breaks and tsunamis \([10]\).

These facts allowed the Mathematics and Statistics in Industry Study Group (MISG) group to assume the model to be sufficiently accurate to be used as a tool to determine the variations caused by errors in the input data. Variations in the runup of the tsunami can be treated as resulting purely from the changes in the input (topographic and wave) data, rather than from the model itself. This assumption also allowed us to consider using other similar models or even using analytic calculations to determine the variability due to variations in the input data.

### 3 Approach

The standard approach to finding the errors in a model of this kind is to perform a series of simulations varying the grid-spacing, time stepping and data inputs. Nonetheless, as stated above, this is not possible for the real situations under consideration because of time constraints. The best approach would therefore seem to be to follow the same process but with some much simpler scenarios that can be run quickly and easily. By necessity, these simulations were run on a coarse grid and with a greatly simplified geometry, and some more refined tests would need to be completed after the workshop to verify the conclusions. However, the results of these simple simulations may be assumed to be representative of the full simulations, and also to provide a framework for future tests outside of the time constraints provided by the MISG.

Therefore, the main activities undertaken by the workshop can be placed into four categories;
Figure 1: Simple one dimensional coastal scenario used in baseline simulations

- Sensitivity analysis using simple one and two dimensional situations to compute a table of first and second order variations in each output given each input, testing both sensitivity and nonlinearity.

- Monte Carlo simulations, using a simple model scenario, in which a random distribution of a particular input about some mean value was used in the simulation, and then considering the distribution of the output quantities.

- Consideration of other models to see if some simple or analytic expressions could be derived for the error.

- Determination of the sampling locations to adequately resolve the bottom topography.

In order to address the first three, the group decided on a scenario with a simple plane beach along a 50m wide strip, extending 2000m offshore, with two piecewise linear segments; one approaching the shore and one running up onto the inundation zone, see Figure 1. The bottom segment furthest out from the shore was also perturbed by a sinusoidal function to provide some variation away from a simple slope. To allow some two dimensional effects, some simulations involved a lateral, sinusoidal perturbation as well. Using this simple case, simulations ran in a matter of seconds. Due to the time constraints of the one week workshop, the activities outlined above were carried out in parallel, so it was not possible to use the results of one approach to refine the others.

In order to compare the results of the simulations, a measure is required, such as the inundation extent. As ANUGA uses an unstructured triangular mesh, the mesh vertices do not run parallel to the beach and so it was not possible to compare the extent of inundation directly between simulations unless an extremely fine grid was employed. This measure was used initially and an error of magnitude equal to the local grid resolution became evident in trial runs. Therefore, it was decided to measure the maximum ocean elevation at several points along the middle of the strip from just above the normal ocean level to just offshore within the inundation zone. The maximum elevation at these points can therefore be used as a proxy for runup. The four locations chosen are illustrated in Figure 1, and identified as Location 0, at the usual shoreline, Location 1, 0.55m above the shoreline, Location 2, 1.22m above the usual shore level, and Location 3 at 2.44m below the shoreline. The elevations at these locations are denoted as $h_0, h_1, h_2$ and $h_3$ respectively, and the horizontal velocities at these locations are denoted by $v_0, v_1, v_2$ and $v_3$. 
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3.1 Sensitivity assessment

Perhaps the most successful approach considered at MISG was a process in which the rate of variation of the outputs was computed from a series of simulations in which each of the input data values in turn was perturbed about some control value. This is sometimes called a first and second order local sensitivity assessment [12]. In other words, a very simple scenario was considered and the outputs computed. Then, in turn, each of the parameters of interest was varied by a small amount, in this case by $\Delta \delta = 0.5\%$ of the control value, while all others were kept at the control value. This gives an approximation to the local dependence of the model outputs on each of the individual inputs, or a first derivative of the model outputs with respect to each of the model inputs - a Jacobian matrix. Thus, if $H(I_C)$ is the value of the output parameter at the control value, where $I$ is the input parameter, then

$$\frac{\delta H}{\delta I} \approx \frac{H(I_C + \Delta \delta I) - H(I_C)}{\Delta \delta I}$$

gives an approximation to the rate at which $H$ changes as $I$ is varied.

For example, if we choose the input parameter to be the bottom slope, the inundation level could be computed at a particular value of slope, the slope changed slightly and then the inundation recalculated. The change in inundation level is an estimate of how strongly the output depends on this particular input. This can then be repeated for other factors.

A second series of simulations with a variation of $\Delta_{25} = 0.25\%$ was also conducted. This allows an approximation to the second derivative to be calculated for the output dependence on each factor and hence provides an estimate of the degree of nonlinearity in the response. If this estimate is zero, then the response is linear. Using standard centered differences, this means that

$$\frac{\delta^2 H}{\delta I^2} \approx \frac{H(I_C + \Delta \delta I) - 2H(I_C + \Delta_{25} I) + H(I_C)}{(\Delta_{25} I)^2}$$

provides an estimate for the nonlinearity of the relationship between $H$ and $I$.

The parameters to be tested were bottom friction, input wave height, bottom slope, wavelength of the bottom oscillation and amplitude of the bottom oscillation. In the first two test cases, no variation was allowed in the lateral direction. The model consequently solved what is essentially a one dimensional problem. The “full” simulation took a matter of seconds and so output data were easily generated.

Two cases were considered using this one dimensional test. In the first, the control parameters were: bottom slope $S_B = 1/40$, input wave amplitude $A_I = 1\text{m}$, Manning friction coefficient $\eta = 0.01$, bottom oscillation amplitude $A_B = 1\text{m}$ and bottom oscillation wavelength $\lambda_B = 100\text{m}$. The values selected are representative of tsunami; the bottom slope is reasonable for many nearshore beach slopes and tsunami amplitudes of 1m are entirely plausibly in 100m water depth. The Manning friction coefficient is representative of the nearshore bottom slope, (often $\eta$ is given the value of 0.015 for smooth terrains such as grasslands, 0.03 for built up areas and 0.07 for landscapes with densely covered forest, therefore the value selected for $\eta$ in this work is representative of the nearshore environment). Tsunami typically have much longer wavelength than that chosen here, however, for the purposes of the exercise and to speed up computations, a much shorter wavelength was used (otherwise a much larger computational domain would have been required). The input wave at the outer boundary (the right hand boundary in Figure 1) had the form $A_I \sin \omega t$ with $A_I = 1\text{m}$ and $\omega = 1/100$. A range of input waves could have been selected here and the sine wave was chosen for its
simplicity and is often used to compare with the non-breaking analytical solutions of Carrier and Greenspan [3]. Other options include solitary waves and N-waves as suggested by Tadepalli and Synolakis [15]. It must be noted here that the purpose of the exercise was to develop a methodology for investigating sensitivity that will be applied to tsunami examples in the future and thus regardless of the type of the input wave, the methodology still stands. The bottom oscillation wavelength was chosen to be long compared to the local grid spacing so that it was accurately represented. The results are shown in Tables 1 and 2. Table 1 is the numerically approximated Jacobian, while Table 2 shows computations of the second derivative and hence shows the nonlinearity. In each case, the row that contains the largest absolute numbers is the dominant influence on the output variables.

<table>
<thead>
<tr>
<th>Jacobian</th>
<th>$\lambda_{1}$</th>
<th>$\lambda_{2}$</th>
<th>$\lambda_{3}$</th>
<th>$\lambda_{4}$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$\eta_3$</th>
<th>$\eta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom Friction</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Inf. Wave Amplitude</td>
<td>0.0676</td>
<td>0.0300</td>
<td>0.0456</td>
<td>0.0114</td>
<td>0.0483</td>
<td>0.0278</td>
<td>0.0500</td>
<td>0.0088</td>
</tr>
<tr>
<td>Bottom Oscillation Period</td>
<td>0.0000</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Bottom Slope</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>Inf. Oscillation Amplitude</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0003</td>
<td>0.0002</td>
</tr>
</tbody>
</table>

Table 1: Jacobian matrix - Run 1. The dominant row is ‘Input Wave Amplitude’.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_{1}$</th>
<th>$\lambda_{2}$</th>
<th>$\lambda_{3}$</th>
<th>$\lambda_{4}$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$\eta_3$</th>
<th>$\eta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom Friction</td>
<td>0.0007</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0014</td>
<td>0.0677</td>
<td>-0.0076</td>
<td>-0.0048</td>
<td>0.3510</td>
</tr>
<tr>
<td>Inf. Wave Amplitude</td>
<td>-89.4539</td>
<td>-55.9124</td>
<td>-78.6014</td>
<td>-18.0634</td>
<td>-77.4150</td>
<td>-112.8541</td>
<td>-147.7455</td>
<td>-429.6138</td>
</tr>
<tr>
<td>Bottom Oscillation Period</td>
<td>0.9779</td>
<td>1.7916</td>
<td>1.9723</td>
<td>0.6406</td>
<td>-0.9790</td>
<td>-0.9394</td>
<td>0.4121</td>
<td>-0.7944</td>
</tr>
<tr>
<td>Bottom Slope</td>
<td>2.0035</td>
<td>3.0036</td>
<td>3.0036</td>
<td>1.4337</td>
<td>-0.9591</td>
<td>-0.9394</td>
<td>-0.9591</td>
<td>-2.4013</td>
</tr>
<tr>
<td>Inf. Oscillation Amplitude</td>
<td>-0.4367</td>
<td>-0.6279</td>
<td>-0.8694</td>
<td>-0.1059</td>
<td>-0.9226</td>
<td>-1.0750</td>
<td>-2.4443</td>
<td>-2.2272</td>
</tr>
</tbody>
</table>

Table 2: Second derivative (Nonlinearity) matrix - Run 1. The dominant row is ‘Input Wave Amplitude’.

The second test series used the values; bottom slope $S_B = 1/20$, incoming wave amplitude $A_I = 1m$, Manning friction coefficient $\eta = 0.02$, bottom oscillation amplitude $A_B = 2m$, bottom oscillation wavelength $\lambda_B = 50m$. The incoming wave was chosen as above. The results are shown in Tables 3 and 4.

<table>
<thead>
<tr>
<th>Jacobian</th>
<th>$\lambda_{1}$</th>
<th>$\lambda_{2}$</th>
<th>$\lambda_{3}$</th>
<th>$\lambda_{4}$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$\eta_3$</th>
<th>$\eta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom Friction</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
</tr>
<tr>
<td>Inf. Wave Amplitude</td>
<td>0.0006</td>
<td>0.1116</td>
<td>0.4899</td>
<td>0.0157</td>
<td>0.0075</td>
<td>0.0342</td>
<td>0.2170</td>
<td>0.0094</td>
</tr>
<tr>
<td>Bottom Oscillation Period</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>0.0109</td>
<td>0.0017</td>
<td>-0.0042</td>
<td>0.0002</td>
</tr>
<tr>
<td>Bottom Slope</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
<td>0.0001</td>
<td>0.0001</td>
<td>-0.0001</td>
<td>-0.0001</td>
</tr>
<tr>
<td>Inf. Oscillation Amplitude</td>
<td>0.0003</td>
<td>0.0008</td>
<td>0.0004</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 3: Jacobian matrix - Run 2. The dominant row is ‘Input Wave Amplitude’.

In both of these one dimensional scenarios, it is clear that the row that measures the changes due to variation in incoming wave amplitude, $A_I$, is an order of magnitude larger than the variation due to the other input variables that are related to the topography. If substantiated across the spectrum of parameter values, this is a very significant result, because it implies that unless the amplitude of the incoming wave is known very accurately, the error in the simulation of inundation will be dominated by the uncertainty in this factor.

In a third test case, a lateral (alongshore) oscillation in the bottom topography was included, as shown with significant vertical exaggeration in Figure 2. The width of the region
was increased to 2000m so that some lateral effects could be seen. The onshore component was still broken into two components, and the inshore component was not perturbed laterally. This gives a first pass at determining the effect of lateral variations on the model outputs. The control was computed using the first case above with the added lateral perturbation with amplitude of \( A_L = 1m \) and a bottom wavelength of \( \lambda_L = 100m \).

Again, as in the one dimensional cases, it was found that the amplitude of the incoming wave was the dominant factor by an order of magnitude on the value of the outputs. It also, again, turned out to be the term that exhibited the most nonlinear response.

This test needs to be performed over a range of control parameter values to ensure that there are no special cases. For example, there may be a bottom oscillation wavelength that will resonate with the wavelength of the incoming wave, causing significant steepening. In addition, one must be mindful that these tests do not take into account sudden bathymetric changes or focusing effects from the coastline; two dimensional effects that may cause “catastrophic” changes in the inundation. However, these tests can be repeated easily and quickly over the full range of possible inputs, and hence some reliability can be determined about the results.

### 3.2 Monte Carlo simulations

This series of tests was implemented as a comparison with the results above, and was performed in parallel. A similar coastal shape scenario was used to that above, but the simula-
Table 5: Jacobian with lateral oscillations. The dominant row is ‘Input Wave Amplitude’.

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_4$</th>
<th>$\lambda_5$</th>
<th>$\lambda_6$</th>
<th>$\lambda_7$</th>
<th>$\lambda_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom Friction</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0005</td>
<td>-0.0004</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td>Input Wave Amplitude</td>
<td>0.0047</td>
<td>0.0028</td>
<td>0.0017</td>
<td>0.0042</td>
<td>0.0042</td>
<td>0.0028</td>
<td>0.0017</td>
<td>0.0042</td>
</tr>
<tr>
<td>Bottom Oscillation Period</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0000</td>
</tr>
<tr>
<td>Bottom Oscillation Amplitude</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 6: Second derivative with lateral oscillations. The dominant row is ‘Input Wave Amplitude’.

Distributions were performed with a number of randomized variations in the input parameters. This method is known as probabilistic Monte-Carlo simulation [12] and is shown schematically in Figure 3. The drawback of this approach is the large number of simulations that must be performed to determine a representative distribution. The advantage is that a much wider variation in each parameter can be considered in a series of simulations, for example a 20% variation around a particular value rather than the 0.5% considered in the above tests.

In this approach, the value of one input parameter was varied in a random, but normally distributed fashion while all other input values were held fixed. The idea is that this would be repeated for each of the input values. During the MISG a series of simulations were conducted in which the wavelength of the bottom bathymetry perturbation was varied about a mean of $\lambda_B = 100$ with a standard deviation of $s(\lambda_B) = 20$, using the Python normal/random distribution. Again, the maximum height of water above each of the test locations was recorded as for the one dimensional test case.

The randomly simulated distribution of input values seen in Figure 4 suggests that more simulations than time permitted at MISG are required to achieve a normal distribution. However, we were still able to draw some preliminary conclusions.

The distribution of the resultant maximum water depths at each of the four test locations is shown in Figure 5. The main outcome of the four plots shown is that the variance in the water depth is extremely small in comparison with the variance in the input (period of the

**Figure 3: Schematic of sensitivity test method 2**
Figure 4: Distribution of input wave periods for the Monte-Carlo simulation

seafloor disturbance). This outcome aligns with the results from the previous section in that the period of the bottom oscillation had minimal effect on the outputs.

Time did not permit a comparison of the normalised variance of the input and output and it is recommended that this be considered in future work. Additionally, further investigation is required to determine the nature of the peaks and whether the bi-modality persists for more simulations. The random selection of the wavelength from a normal distribution will select values close to the mean and the small standard deviation selected here may be a result of the high peaks seen in Figure 5. Future work could investigate stratified sampling that also allows the consideration of extreme values. Further work should also incorporate an investigation of the grid resolution to determine whether this has affected the asymmetry in the plots shown in Figure 5 and additionally separate the results into more than ten bins.

This approach is computationally slower in comparison to the one described in section 3.1. Further tests investigating the response to an input distribution of initial wave amplitude, bottom slope, oscillation etc. should be a good comparison with the first sensitivity analysis and should be able to confirm or disprove the inferences of that test.

3.3 Other models

There is a large body of work on the shallow water equations that could be studied to better understand the situation under consideration. For example, [3] used a transformation to compute the exact solution to the one-dimensional case for flow up a linear slope, while [4] and [16] considered runup over variable topography. [14] found a semi-analytic solution using a series method, again for a linear bottom slope, while [8] computed solutions with a series of combined linear segments for the bottom slope. Other numerical models have been used to assess errors and compare with experimental and field data. For example, [5] showed that errors in the cross-shore boundary conditions dissipated in the wave-breaking zone near to the beach and recommended that an accurate model needed to be applied over a length scale of around 10 times the width of this zone.

All of this earlier work shows clearly that the numerical models using the shallow water equations (or in some cases the Boussinesq approximation) provide good estimates not only of runup but also wave shape, e.g. [17] (field) or [14] (experimental).

The analytical solutions could be used to assess the effect of errors in some of the factors
Figure 5: Frequency distribution of maximum water level at the 4 locations; (a) at the usual shoreline, (b) 0.55m above (c) 1.22m above (d) 2.44m below the usual shoreline.
in which we are interested, while there also exist simple versions of one dimensional solvers for the shallow water equations that could be used in a similar manner to obtain fast and accurate sensitivity results, e.g. clawpack \cite{2} or the more specific tsunamiClaw, \cite{6}. Alternatively, a much more detailed model, such as that of \cite{7}, which solves the two dimensional Navier-Stokes equations (through a vertical slice running onshore) with a Smagorinsky model of turbulence, could be used. During the MISG, some simulations were performed with both clawpack and the model of \cite{7} to compare with the sensitivity analyses using ANUGA, with encouraging results. A typical simulation using this latter model is given in Figure 6.

The model clawpack was used to perform some preliminary tests to consider the variation in inundation as several of the major input parameters were altered. The case considered was a single, linear slope (with only one segment this time) in which the bottom slope was $S_B = 1/50$, the amplitude of the incoming wave was half of the bottom depth at the outer limit, and no bottom friction was included (so it is a worst case scenario). Tsunami amplitudes in the open water do not have this characteristic but can occur once the tsunami shoals in the nearshore environment. As before, this value was selected for testing purposes only. The effect of incoming wave amplitude, incoming wavelength and bottom slope can be seen in Figure 7. Given that this model is based on the same equations as ANUGA, the relationship would be the same. Clearly as the incoming wave amplitude or wavelength increases, the inundation level increases, and at a similar rate. This is to be expected because in both cases there is an increase in the mass of water in the wave. However, it does mean that the wavelength needs to be incorporated into the sensitivity simulations. The effect of increasing bottom slope is to cause a decrease in inundation, but this is also to be expected since more energy is required to push the water up the slope. These simulations do show how this model or even a semi-analytic model could be used to investigate the parameter space without having to set up simulations using the full ANUGA model.

\subsection{3.4 Omissions}

The MISG work group was unable to consider several aspects of the problem that were originally considered of interest. In particular, we did not consider the sampling required to
Figure 7: Simulations performed using clawpack, showing change in runup while varying (a) incoming amplitude, (b) wavelength and (c) bottom slope

correctly resolve the bottom topography sufficiently given the desired accuracy of the model. This requires further research and statistical input. The sampling required to adequately resolve the bottom of an uncharted bay does indeed depend on the variation in depth of the bay itself. There is no point in measuring on a scale smaller than the resolution of the model. In fact, if the test results above are replicated over a wide range of scenarios, it may not be necessary to have particularly accurate topographical resolution, as the main source of error is in the incoming wave. It seems likely that except for large vertical obstacles, unless the variation is of an order significant compared to the wavelength of the incoming wave, it is likely to have little impact. However, the location and movement of sandbars may cause significant variations in the topography, and their effect is under consideration for future work.

4 Outcomes and further work

The main outcome of the MISG workshop was the methodology to investigate the sensitivity of the tsunami inundation model to a range of inputs. That is, the variation in the model output can be determined by calculating the first and second derivatives with respect to variations in inputs. This methodology can be implemented as part of Geoscience Australia’s tsunami risk modelling program.

The results of the MISG week have pointed to several options for further investigation. Continuation of both the one dimensional and two dimensional sensitivity analyses at different
locations in the parameter space is required to verify the initial findings. Inclusion of the
sensitivity to the wavelength of the incoming wave also seems necessary and wavelengths
appropriate to the shallow water wave equations must be selected (the wavelength used in
this initial exercise is not valid in this context). This could be done by proceeding in a
similar manner to that outlined above, or could be followed up using similar techniques in
the analytic solutions, i.e. compute the Jacobian matrix analytically from the equations.
Automatic differentiation techniques as described by [13] could also be investigated.

In addition, further work is required to understand how sudden bathymetric changes or
focusing or reflections from islands or other coastal features affect runup calculations. The
presence of seasonal movement of sandbars should also be considered as well as any focusing
of the wave by the coastline. All of these tests, however, can be done using the simple one
and two dimensional scenarios described above rather than full simulations. These idealised
cases should be verified against full models when available. [1] have used ANUGA to study
how tsunami run-up is affected by a range of coastal embayment types. Whilst they did
not investigate sensitivity specifically, the results indicate that the bathymetry does play an
important role in predicting tsunami impact. Continuation of studies similar to this will
determine the parameters that lead to the greatest sensitivity. These studies will need to
follow a probabilistic analysis approach whereby a range of scenarios are investigated.

Another conclusion of the MISG group is that for simple cases, the effect of relative errors
in estimates of the amplitude of the tsunami are large in comparison to the effects of the
other input errors, e.g., topographic errors. If the error in the input wave is understood then
three simulations could be conducted to understand the sensitivity to the input wave only.
The three simulations would be one with the given input wave and the remaining two with
the input wave ± the error as shown in Figure 8. In addition to understanding the sensitivity
to the input wave, the simulations would highlight how the topography under consideration
responds, i.e. is the topography inherently vulnerable to wave attack? This will lead to an
increased understanding for what problems bathymetry and topography are important.

Conducting tsunami risk assessments in Australia will continue to rely on the validation
of the tsunami risk modelling methodology. This process is ultimately linked to having a
complete understanding of the likelihood and mechanisms of the tsunamigenic earthquake.
This requires a program to understand the history of tsunami through palaeotsunami research
both in Australia and within the region, as well as more improved rupture models. The
question remains on the required accuracy and spatial resolution of the supporting elevation data.
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