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Abstract
We consider families of linear self-orthogonal and self-dual codes over the ring $\mathbb{Z}_4$ which are generated by weighing matrices $W(n, k)$, $k \equiv 0 \pmod{4}$, whose entries are interpreted as elements of the ring $\mathbb{Z}_4$. We obtain binary formally self-dual codes of minimal Hamming distance 4 by applying the Gray map to the quaternary codes generated by $W(n, 4)$.
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1 Introduction

A weighing matrix $W = W(n, k)$ is a square matrix with rational entries 0, ±1, having $k$ non-zero entries per row and column and inner product of distinct rows zero. Hence $W$ satisfies $WW^T = kI_n$, and $W$ is equivalent to an orthogonal design $OD(n; k)$. The number $k$ is called the weight of $W$.

Weighing matrices have long been studied because of their use in weighing experiments as first studied by Hotelling [11] and later by Raghavaro [12] and others [6, 14].

There has recently been a large amount of research devoted to self-orthogonal and self-dual codes over the ring $\mathbb{Z}_4$, e.g. [1, 5, 13, 2]. Patrick Solé's remark that the orthogonality of Hadamard matrices can be naturally interpreted as $\mathbb{Z}_4$-orthogonality was investigated in [4]. There self-orthogonal and self-dual quaternary codes were obtained from equivalence classes of Hadamard matrices. In this paper we observe that the rational entries of weighing matrices can be similarly replaced by the corresponding elements of $\mathbb{Z}_4$. This procedure produces self-orthogonal and self-dual quaternary codes from weighing matrices (see Lemma 2).

Two constructions of self-orthogonal quaternary codes from weighing matrices are given in Lemma 2. We study in some detail the quaternary codes which arise by one of these constructions from weighing matrices $W(n, 4)$. These codes coincide with the tetrad codes of Conway and Sloane [5]. Although the structural components of self-orthogonal tetrad codes are known, it
seems that the matrices $W(n,4)$ provide a means of putting together these components so that they form self-dual codes.

The binary image under the Gray map of the quaternary codes generated by the $W(n,4)$ is not always a linear code. But in those cases in which it is linear we obtain $[2n,n,4]$ codes which are formally self-dual (see Section 6). For $n = 6$ and 8, this method yields extremal formally self-dual codes [7].

2 Preliminary Results

**Lemma 1** Suppose $W = W(n,k)$ is a $(0,\pm 1)$ weighing matrix of order $n$. Then the matrix, $W(4)$, obtained from $W$ by replacing all the $-1$s by ‘3’ satisfies $W(4)W(4)^T = kI_n \pmod 4$ and has its distinct row vectors orthogonal over $Z_4$.

**Proof.** Suppose $\mathbf{a}$ and $\mathbf{b}$ are two distinct row vectors of $W$. Now

$$\mathbf{a} \cdot \mathbf{b} = 0 = a(1)^2 + b(-1)^2 + c(1)(-1) + d(-1)(1) + e \cdot 0$$

where $a$ is the number of coordinates in which both $\mathbf{a}$ and $\mathbf{b}$ are ‘1’, $b$ is the number of coordinates in which both $\mathbf{a}$ and $\mathbf{b}$ are ‘−1’, $c$ is the number of coordinates in which $\mathbf{a}$ is ‘1’ and $\mathbf{b}$ is ‘−1’, $d$ is the number of coordinates in which $\mathbf{a}$ is ‘−1’ and $\mathbf{b}$ is ‘1’, and $e$ is the number of coordinates in which at least one of $\mathbf{a}$ and $\mathbf{b}$ is zero. Hence

$$a + b + c + d = n \quad \text{and} \quad a + b - c - d = 0$$

so

$$a + b = c + d.$$ 

We now replace each ‘−1’ by ‘3’ to get vectors $\mathbf{a}'$ from $\mathbf{a}$ and $\mathbf{b}'$ from $\mathbf{b}$. Then

$$\mathbf{a}' \cdot \mathbf{b}' = a(1)^2 + b(3)^2 + c(1)(3) + d(3)(1) + e \cdot 0 \equiv a + b + 3c + 3d(\pmod 4) \equiv 4a + 4b(\pmod 4) \equiv 0(\pmod 4)$$

Thus the row vectors are orthogonal over $Z_4$.

**Lemma 2** Let $W(4)$ be the matrix obtained from a $(0,\pm 1)$ $W(n,k)$, $k \equiv 0 (\pmod 4)$ by replacing all the $-1$s by ‘3’. Then the following matrices are generator matrices for self-orthogonal codes over $Z_4$.

1) $[W(4)]$;
2) $[2I_n \ W(4)]$. 
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Proof. Since $W(4)W(4)^T = kI_n$ (mod 4) and $k \equiv 0$ (mod 4), $W(4)W(4)^T = 0$ (mod 4). The second result follows also as $4II^T \equiv 0$ (mod 4).

Lemma 3 For every $n > 3$ every code constructed from a $W(n, 4)$ is equivalent to a code containing the all 2's vector.

Proof. Chan, Rodger and Seberry [3] show that every weighing matrix of weight four is equivalent using the operations permute rows and or columns and/or multiply rows and columns by $-1$ to

$$\bigoplus_{a \text{ copies}} W(4, 4) \oplus \bigoplus_{b \text{ copies}} B(8, 4) \oplus \bigoplus_{c \text{ copies}} W(7, 4) \oplus \bigoplus_{t_i \text{ copies}} C(6 + 2t_i, 4)).$$

We now observe that $W(4, 4)$ and $W(7, 4)$ can be written as

$$\begin{pmatrix} -1 & 1 & 1 & 1 \\ 1 & -1 & 1 \\ 1 & 1 & -1 \\ 1 & 1 & 1 & - \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} -1 & 1 & 1 & 0 & 1 & 0 & 0 \\ 0 & -1 & 1 & 0 & 1 & 0 \\ 0 & 0 & -1 & 1 & 0 & 1 \\ 1 & 0 & 0 & -1 & 1 & 0 \\ 1 & 1 & 0 & 0 & -1 & 1 \\ 0 & 1 & 1 & 0 & 0 & -1 \\ 1 & 0 & 1 & 1 & 0 & 0 \end{pmatrix},$$

both of which have three ‘1’s and one ‘$-1$’ in each row and column. The $B(8, 4)$ can be written as

$$\begin{pmatrix} -1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 & 1 & - & 0 & 0 \\ 1 & 0 & 1 & 0 & 0 & 1 & - & 0 \\ 1 & 0 & 0 & 1 & - & 0 & 1 & 0 \\ 0 & 1 & 0 & - & - & 0 & 0 & - \\ 0 & -1 & 0 & 0 & - & 0 & - & - \\ 0 & 0 & -1 & 0 & 0 & - & - & - \\ 0 & 0 & 0 & 0 & - & - & - & 1 \end{pmatrix},$$

which has either one or three elements ‘$-1$’ in each row and column. The $C(4m, 4)$ and $C(4m + 2, 4)$ can be written as
or

\[
\begin{bmatrix}
-1 & 1 & 1 & 1 \\
1 & -1 & 1 \\
1 & 1 & 0 & 0 & -1 \\
1 & 1 & 0 & 0 & 1 \\
-1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & 1 & -1 \\
1 & 1 & -1 \\
1 & 1 & 1 & -1
\end{bmatrix},
\]

so it has the same property.

We now see if we make a code over \( Z_4 \) by writing 3 in place of ‘−’ the column (row) sum of each column (row) is 6 or 10. So the all two’s vector is in any code based on these four basic blocks.

**Example 1** The quaternary code with generator matrix
is a self-dual code of type $42^4$. Its Gray image is a linear binary code (see Section 5). It is a formally self-dual $[12, 6, 4]$ code with Hamming weight enumerator

$$W(x, y) = x^{12} + 15x^8y^4 + 32x^6y^6 + 15x^4y^8 + y^{12}$$

and generator matrix

$$
\begin{pmatrix}
0 & 1 & 1 & 0 & 1 & 3 \\
1 & 0 & 1 & 3 & 0 & 1 \\
1 & 1 & 0 & 1 & 3 & 0 \\
0 & 3 & 1 & 0 & 3 & 3 \\
1 & 0 & 3 & 3 & 0 & 3 \\
3 & 1 & 0 & 3 & 3 & 0
\end{pmatrix}
$$

The binary image is an isodual code - equivalent to its dual. It is an extremal formally self-dual (f.s.d.) code as it meets the bound

$$d_{f.s.d} \leq 2\left\lfloor \frac{n}{8} \right\rfloor + 2$$

(see Fields, Gaborit, Huffman and Pless [7]). It appears not have been previously noticed that this code attains the upper bound for the minimum Lee distance of self-dual quaternary codes

$$d_L \leq 2\left( \left\lfloor \frac{n}{4} \right\rfloor + 1 \right).$$

The only other quaternary code which is known to attain this bound is the octacode $O_8$ (see [2]).

3 Tetrads codes

Conway and Sloane [5] classified the self-orthogonal quaternary codes which are generated by tetrads. From now on we shall consider the quaternary codes generated by $W(n, 4)$ (cf. $W(4)$ Lemma 2). A tetrad is a vector which contains four components congruent to 1 or 3 (mod 4), the other components being congruent to 0 (mod 4). Evidently the row vectors of the weighing matrices $W(n, 4)$ are tetrads hence we obtain

**Proposition 1** The self-orthogonal quaternary code generated by a weighing matrix $W(n, 4)$ (n even) is a tetrad code.
A tetrad code is equivalent to a direct sum of codes taken from a list of seven quaternary codes: 
\[ D_{2m}, D_{2m}^+, D_{2m}^\times, D_{2m}^{\ominus} (m = 1, 2, \ldots), \xi_7, \xi_7^+, \xi_8 \]
(see Theorem 1 of [5]). Thus the building blocks of the quaternary codes generated by weighing matrices \( W(n, 4) \) are known. Consulting Fig. 2 of [5] we conclude that the quaternary code in
Example 1 is equivalent to the code \( D_4^\times A_2^2 \).

**Proposition 2** If the tetrad code \( C \) generated by a weighing matrix \( W(n, 4) \) \( n \geq 6 \), even) has type \( 4^{(n-4)/2}2^4 \) then it is a self-dual code.

**Proof.** By Lemma 2 \( C \) is a self-orthogonal code \( (C \subset C^\perp) \). Since \( C^\perp \) has type \( 4^{n-(n-4)/2}2^4 \) (see [5]) we conclude that \( C^\perp \) contains the same number of code vectors as \( C \). Thus \( C = C^\perp \).

### 4 Euclidean weights

Recall that the *Euclidean weights* of the elements 0,1,2 and 3 of \( Z_4 \) are: 0,1,4 and 1 respectively. The Euclidean weight of a quaternary code vector is the rational sum of the Euclidean weights of the components of the code vector. The minimum Euclidean weight \( d_E \) of a quaternary code is the smallest Euclidean weight of all the nonzero code vectors of the code.

The Euclidean weights of row vectors of a generator matrix of a self-dual tetrad code \( W(n, 4) \) are equal to 4 and therefore are not divisible by 8. In the terminology of Bannai, Dougherty, Harada and Ouara [1] these are Type I codes.

The concept of a *shadow* for Type I codes over rings \( Z_{2k} \) was introduced in [1]. This is defined in terms of the \( 4k \)-weight subcode \( C_0 \), and for quaternary \( (k = 2) \) Type I codes this is the subcode consisting of all the code vectors whose Euclidean weights are divisible by 8.

**Proposition 3** If the tetrad code \( C \) generated by a weighing matrix \( W(n, 4) \) \( n \) even) is a self-dual code then the Euclidean weights of all the code vectors of are divisible by 4. \( C \) has as many code vectors with Euclidean weights divisible by 4 as code vectors with weights divisible by 8.

**Proof.** Let \( t \) (of shape \((\pm 1^4, 0^{n-4})\)) be any generating tetrad of \( C \) and \( C_0 \) the 8-weight subcode. By Lemma 2.3 of [1] \( C_0 \) is a linear subcode of index 2 in \( C \). Thus we obtain the coset decomposition
\[ C = C_0 \cup \{C_0 + t\}. \] (1)

Now by Lemma 2.2 [1] \( wt_E(c + t) \equiv wt_E(c) + wt_E(t) \pmod 8 \), \( c \in C_0 \). Since \( wt_E(t) = 4 \) it follows that \( wt_E(c + t) \) is divisible by 4. The last assertion is a consequence of the coset decomposition (1).

In a linear quaternary code the *torsion* code \( E \) is the subcode consisting of code vectors whose components are even.

**Proposition 4** In a self-dual tetrad code \( C \) generated by a weighing matrix \( W(n, 4) \) \( n \) even) the intersection of the 8-weight subcode and the torsion code \( C_0 \cap E \) has index 2 in \( E \).
Proof. We first show that $C_0 \not\subseteq E$. Let $x$ and $y$ be two tetrad row vectors of a weighing matrix $W(n, 4)$. Then by Lemma 2.1 of [1] the Euclidean weight of the sum of these two vectors satisfies $wt_E(x + y) \equiv wt_E(x) + wt_E(y) \pmod{8}$. Since $wt_E(x) = wt_E(y) = 4$, $x + y$ belongs to $C_0$. The components of $x + y$ are either: all odd, or are a mixture of even and odd components. In either case $x + y$ does not belong to $E$.

We conclude that
\[ C = C_0 + E. \tag{2} \]

The isomorphism $\frac{C}{C_0} \cong \frac{E}{C_0} \cong \mathbb{F}$ and Lemma 2.3 of [1] now establish our assertion.

**Proposition 5** The Euclidean weights of code vectors of the self-orthogonal quaternary code generated by a weighing matrix $W(n, 8)$ ($n$ even) are divisible by 8.

**Proof.** The row vectors of $W(n, 8)$ are mutually orthogonal and their Euclidean weights are equal to 8. Hence by Lemma 2.2 of [1], the Euclidean weights of all the code vectors of the quaternary code generated by $W(n, 8)$ are divisible by 8.

We conclude from Proposition 5 that if $W(n, 8)$ generates a self-dual quaternary code, then this is a Type II code. By [2] this can only occur only when the length $n$ of the code is a multiple of eight.

## 5 Linearity of the Gray image

We now study binary images under the Gray map of the tetrad codes. The Gray map $\phi : Z_4^n \to Z_2^{2n}$ maps a quaternary code $C$ of length $n$ onto a binary (but not necessarily linear) code $\phi(C)$ of length $2n$ as: $0 \to (0, 0), 1 \to (0, 1), 2 \to (1, 1), 3 \to (1, 0)$. We also require the map $\alpha : Z_4 \to Z_2$ defined by $\alpha(c) = 0$ if $c = 0, 2$ and $\alpha(c) = 1$ if $c = 1, 3$. This map extends to quaternary vectors (see Hammons et al [9]).

**Lemma 4.** Let $C$ be a quaternary code generated by a weighing matrix $W(n, 4)$ and $E$ the torsion subcode. If $e \in E$ and $t$ is a tetrad row vector of $W(n, 4)$ then $\alpha(e + t) = \alpha(t)$.

**Proof.** Whenever a component of the vector $e$ is equal to 2 and coincides with and odd component (1 or 3) of $t$, the corresponding component of $e + t$ is: $e = 2 + 1$ or $2 + 3$. Hence $\alpha(c) = \alpha(2) + \alpha(1) = \alpha(2) + \alpha(3)$. Similarly, $\alpha$ is additive in the case that a 2 component coincides with a 0 component of $t$.

In order to prove that the binary image $\phi(C)$ is a linear code, we need to show by Theorem 5 of [9] that
\[ a, b \in C \Rightarrow 2\alpha(a) * \alpha(b) \in C \tag{3} \]

(\* denotes the component wise product of vectors).

**Proposition 6.** If condition (3) holds for the generating tetrads of $W(n, 4)$ then $\phi(C)$ is a linear code.

**Proof.** The subcode generated by $E$ and the $t_1, \ldots, t_n$ (the tetrad generators) is the whole code $C$. So by Lemma 4 condition (3) needs only to be checked for the tetrad generators.

We now show that binary images $\phi(C)$ of Type I codes are formally self-dual codes (see Fields et al [7]).

\[ \]
Theorem 1 If the binary image \( \phi(C) \) of a self-dual quaternary code \( C \) of type \( 4^{(n-1)/2}2^4 \) (\( n \geq 6 \), even) generated by a weighing matrix \( W(n,4) \) is a linear code, then this is a formally self-dual \([2n,n,d]\) code.

Proof. By hypothesis, \( C \) has type \( 4^{(n-1)/2}2^4 = 2^n \) and \( \phi(C) \) is a linear code. Hence \( \phi(C) \) is a \([2n,n,d]\) code. Since \( C \) is a self-dual quaternary code we have that \( \phi(C) = \phi(C^\perp) \). This implies that the weight distributions of these codes are the MacWilliams transforms of one another (see [9]). Hence \( \phi(C) \) is a formally self-dual code.

We still have to prove that the minimal Hamming weight \( d \) of \( \phi(C) \) is 4. For any two tetrad row vectors \( x \) and \( y \) of \( W(n,4) \) (the generators of \( C \)), we have that \( wt_E(x+y) \equiv wt_E(x)+wt_E(y) \) (mod 8); cf. Lemma 2.2 [1]. Since Euclidean weights of these generators are equal to 4, it follows that the Euclidean weight of any nonzero code vector \( a \) of \( C \) other than a generator is greater than 4. Hence the Hamming weight of \( \phi(a) \) is greater than 4. However the Hamming weight of \( \phi(t) \) where \( t \) is a generator of \( C \) is 4, hence \( d = 4 \).

6 Examples of codes

In this section we consider examples of quaternary codes generated by the \( W(n,4) \) for \( n = 8 \) up to 20 and their Gray images.

The quaternary codes generated by the weighing matrices given below have types \( 4^{(n-1)/2}2^4 \) hence by Proposition 2 they are self-dual codes.

There are three equivalence classes of \( W(8,4) \). Type A, Type B and Type C are the matrices:

\[
\begin{bmatrix}
3 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 3 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 3 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 3 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 3 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 3 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 3 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
3 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 3 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 3 & 0 \\
1 & 0 & 0 & 1 & 0 & 3 & 1 & 0 \\
0 & 1 & 3 & 0 & 1 & 0 & 0 & 1 \\
0 & 3 & 0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 3 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 & 1 & 3 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 3 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 3 & 0 & 0 & 0 & 0 \\
1 & 3 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 3 & 1 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 3 \\
0 & 0 & 0 & 0 & 1 & 1 & 3 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 3
\end{bmatrix}
\]

The binary image of the matrix of Type A generates an isodual \([16,8,4]\) code with weight enumerator

\[W(x,y) = x^{16} + 28x^{12}y^4 + 198x^8y^8 + 28x^4y^{12} + y^{16} \cdot\]

The binary image of the quaternary code corresponding to a Type B matrix generates a \([16,11,4]\) code (the dual of the first order Reed-Muller code). Hence the binary image is not linear. The binary image of the quaternary code corresponding to a Type C matrix is linear. It generates an isodual \([16,8,4]\) code with weight enumerator

\[W(x,y) = x^{16} + 20x^{12}y^4 + 32x^{10}y^6 + 150x^8y^8 + 32x^6y^{10} + 20x^4y^{12} + y^{16} \cdot\]

For \( n \) even \( n = 10, \ldots, 20 \) the quaternary codes generated by weighing matrices \( C(n,4) \) also have linear Gray images and hence are f.s.d \([2n,n,4]\) codes.
7 Conclusion

To summarize, we have obtained f.s.d $[2n, n, 4]$ codes as linear binary images of quaternary codes generated by weighing matrices $W(n, 4)$. The f.s.d $[12, 6, 4]$ and $[16, 8, 4]$ codes have the highest possible minimal Hamming weights— they are extremal (see Fields, Gaborit, Huffman and Pless [7]).
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